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Abstract. We study a war-of-attrition bargaining over a pie with heterogeneous
parts, where players have incomplete information over their opponent preferences
as well as their behavioral types. Each player demands that the opponent chooses
from a menu of offers. The menu may consist of a single offer. If the bargaining
position is exogenously fixed, we show that the equilibrium behavior can be simply
characterized by comparing appropriately defined strengths of the two players. The
equilibirum is unique with one-sided uncertainty, but not necessarily with two-sided
uncertainty about preferences equilibria. We also consider the menu choice game
prior to the bargaining. Being able to commit to a menu instead of a single-offer
removes a certain first-mover disadvantage. When the preferences of one player are
known, in equilibrium, this player proposes a menu of all allocations that give him a
half of the pie; the opponent chooses optimally from such a menu.

1. Introduction

A typical bargaining situation involves some kind of uncertainty about the prefer-
ences of their opponents.1 In this paper, we study bargaining over heterogeneous pie
with a structural uncertainty about the relative value of the different elements of the
pie. Such an uncertainty is a common feature of complicated negotiations over mul-
tiple issues at the same time. For instance, the UE officials likely began the Brexit
talks without fully understanding the relative value for their British counterparts of
the Irish border issue, the access to the common market, or fishing rights (if for no

Date: February 21, 2019.
PRELIMINARY AND INCOMPLETE. And with typos.
1There is a large literature that studies various types of uncertainty in bargaining. Axiomatic

solutions in general environment has been proposed in Harsanyi and Selten 1972 and Myerson 1984.
The strategic literature either focuses on one-dimensional or two type cases, including the uncertainty
about values (Gul et al. 1986), the discount factor and time preferences (Rubinstein 1985, Abreu et al.
2015), bargaining postures (Myerson 1991, Abreu and Gul 2000, Fanning 2016) among many others.
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other reason than the British had yet to figure out their own preferences). An employer
negotiating wage and/or employment reduction may not know which of those two is
more acceptable for a labor union. On one hand, such an uncertainty typically con-
ceals the exact value of the pie. In the same time, the information revealed during the
bargaining process may help to find previously unexpected deals (Jackson et al. 2018).
The negotiators may try to screen the opponents by offering menus of acceptable offers
instead of a single proposal.2

There are many natural questions to ask in such an environment. Is the uncertainty
advantageous in bargaining and, if so, for whom? Do the parties want to reveal their
preferences, possibly in order to find a mutually beneficial deals? Is there any value
of using menus instead of single offers? What is the outcome of the bargaining? Is it
efficient? How does the behavior look like?

We offer partial answers to these questions. We show that, when preferences of
one of the sides are known, the other side benefits from incomplete information. The
players won’t typically completely reveal their preferences. The player with known
preferences strictly benefits from being able to commit to a menu. In equilibrium, he
proposes a menu of all allocation that give him the payoff of at least 1

2 of the whole pie.
The opponent chooses her optimal allocation from the menu, which typically leaves
her with a payoff more than 1

2 , and, sometimes, more than the complete information
Nash outcome. The outcome is ex post efficient. We discuss the behavior below

We analyze two games. In both games, the players want to divide an heterogeneous
(i.e., N -dimensional with N ≥ 2) pie. In the war-of-attrition bargaining game, two
players begin with exogenously given bargaining demands. The demands take a form of

2The author of this study participated in 2017-18 in the bargaining over a pension plan reform
between three Ontario universities and faculty associations and labor unions representing staff. In
one of the stages of the process, the parties negotiated the benefits of a new pension plan. Among
others, the parties needed to decide the scope of the spousal benefit, early retirement options, inflation
indexation, etc. It was understood that the universities care only about the total actuarial cost. The
preferences of the labor side were uncertain, mostly due to the heterogeneity of the labor side (for
instance, the staff valued the early retirement more than the spousal benefit; the faculty preferences
were reversed). The negotiations were preceded by months of meetings and consultations. The
bargaining itself was very fast and it took a weekend in a hotel in downtown Toronto. The university
proposed a menu of options that were acceptable to them. The labor side chose an option from the
menu.
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Figure 1.1. Nash outcomes and menu m1/2.

a menu of allocations. Each player chooses when to concede. When a player concedes
first, she chooses an allocation from the menu demanded by her opponent. The players
face uncertainty about preferences over multi-dimensional allocations, as well as the
behavioral type of the opponent. The behavioral type never concedes. We are inter-
ested in the case, where the probability of the behavioral type is always positive, but
very small. We consider both one-sided and two-sided incomplete information about
preferences, but our results are stronger in the former case. Second, in the menu choice,
the players sequentially announce their demands and learn their behavioral type before
the war of attrition commences. Importantly, once chosen, the players do not have an
opportunity to revise their demands. We believe that this is a reasonable assumption in
situations when the object of bargaining is very complicated, preparing an offer takes
significant resources (time, lawyers, internal negotiations), and the bargaining process
itself is fast.

When the both player preferences are known, the dynamics are very similar toAbreu
and Gul (2000) (from now on, AG). AG defines a strength of a player as a ratio
of the payoff from winning (i.e., the payoff received when the opponent concedes)
and the concession payoff. In the limit equilibrium, the stronger type concedes faster
throughout the game, and to make up for it, the weaker player must concede with
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a large probability (that is arbitrarily close to 1 in the rational limit) in the initial
period of the game. In the menu choice game, the players choose and accept the Nash
outcome. See Figure 1.1 for the illustration of Nash outcomes when the players divide
a pie with N = 2 parts: chocolate and vanilla. Player −i (with preferences u−i) prefers
chocolate, but he also likes vanilla. The Nash outcome depends on the preferences of
player i. If i prefers chocolate more than −i does (preference ui), the Nash outcome
is the allocation A, which gives payoff 1

2 to −i, and, more than 1
2 to i. If i prefers

chocolate more than vanilla but she likes chocolate less than than −i (preference u′i),
then, the outcome is an allocation between B and C that gives her the payoff of 1

2 .
Finally, if i prefers vanilla, then both players receive their favorite part. The minimum
Nash payoff of player i is 1

2 .
When preferences are not known, and each player demand consists of a single offer,

we can define a strength of a player’s type as a ratio between the winning and the
concession payoffs. The strength will typically vary across types. In equilibrium, the
weaker types concede first. We also define the player’s strength as the strength of the
strongest type in the support of the type distribution. Generically, it is one of the
extreme types; under the full support, it is either the type who only likes chocolate, or
only vanilla. When the probability of the behavioral type converges to 0, we show that
the weaker player concedes with a probability arbitrarily close to 1, in one of the initial
periods of the game. The argument relies on the AG logic combined with the following
observation: most of the time before the final concession of strategic types is spent in
the late game, where all types are close to the strongest types. The concession rates
during the late game are determined by the strongest types; any concession behavior
before that is swamped by the length of the late game.

With single-offer demands, the menu choice game equilibrium payoff may fall below
the minimum Nash payoff of 1

2 . To see it, recall that the Nash outcome depends on the
preferences of the opponent, in particular, whether the opponent likes chocolate more
or less than the player. The first mover cannot avoid the possibility of committing to
an offer that is very unattractive to some of the types of the second player; against
whom, she would be very weak. This disadvantage would disappear if the first mover
was able to offer a menu of Nash outcomes.

When the players can demand general menus, and the preferences of one of the
players, say −i, are known (we refer to such a player as uninformed), we can still
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define the strength of his opponent, player i, as the ratio of winning to concession
payoffs. Contrary to the single-offer case, the strongest type of player i is typically in
the interior of the support of the type distribution. The strength of player −i is not
well-defined as the “winning payoff” depends on the allocation chosen by the conceding
type of the opponent. However, in the late game, all the remaining types of informed
player are close to her strongest type. Hence, we define the strength of player −i as
if she faces the stronger type of player i. We show that with so-defined strengths, the
weaker player concedes early with a probability that is arbitrarily close to 1.

The last result allows us to show that, under the full support distribution of types
of player i, the equilibrium outcomes of the menu choice game are as if player −i
proposes a menu of all allocations that ensure him a payoff of at least 1

2 , and the
opponent chooses optimally from such a menu. On Figure 1.1, the equilibrium menu
m1/2is depicted with a gray color; a generic type of the opponent chooses one of the
allocations A or B. The equilibrium payoffs are ex post efficient. Player −i receives his
worst and each of his opponent types receives her best payoff across all possible Nash
outcomes. In the proof, we show that if player i chooses any Nash outcome (including
A or B) as its demand, then, unless player −i proposes a menu that includes such an
outcome, she becomes a stronger player, and which ensures her the winning payoff.

With two-sided incomplete information about preferences, the winning payoffs of
both players and any notion of strength depend on the concession strategy of the op-
ponent. It follows that there is no natural exogenous sorting. In fact, we show on an
example types, that the war-of-attrition game can have multiple equilibria. The exam-
ple has two types, with two types conceding in a different order in each equilibrium.

On the other hand, we show that when N = 2 and each player demands the opponent
to choose from a linear menu, the preferences have a continuous density, and that
they are sufficiently separate (i.e., each of the types prefers winning that conceding,
regardless of the opponent’s choice), there is an unique equilibrium. We define the
strength of a player as the winning/concession ratio under the restriction that, when
conceding, the player must choose an allocation that belongs to the diagonal. Because
of linearity of preferences, so defined strength does not depend on the player’s type.
In the equilibrium, the weaker player concedes in early periods of the game with a
probability arbitrarily close to 1. The proof relies on the fact that with linear menus,
we have a partial sorting of types that make the same concession choice.
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AG study a generalized protocol of alternating offer bargaining (Rubinstein 1982)
with a two-sided possibility of behavioral types. The behavior in the game looks like
the war of attrition that ends when one of the player reveals herself to be rational.
When that happens, an earlier result by Myerson 1991 shows that the revealed player
will concede fast in any equilibrium. A closer model is Kambe 1999, where players learn
their commitment type after the initially chosen menu and the strategic types are not
able to revise their offers upwards. The main difference with our model is that we
assume that players cannot revise their offers. In particular, the players must concede
when they reveal themselves to be rational. The assumption seems appropriate for
situations when the object of bargaining is very complicated, preparing an offer takes
significant resources (time, lawyers, internal negotiations), and the bargaining process
itself is fast. It also allows us to focus on the new aspects of the model, the structural
uncertainty, and menus, and how they affect the well-known dynamics of AG. We do
not know whether a version of Myerson’s result holds in our context. We discuss some
of the difficulties in the paper.

The solution to the one-sided case is reminiscent of the Coasean bargaining litera-
ture that originated with Gul et al. 1986. More specifically, Strulovici 2017 considers
bargaining in multi-dimensional environment where only one sides makes offers and
any accepted offer becomes a status quo for future bargaining. He shows that the un-
informed player is unable to offer an inefficient payoff to type u′1 in order to screen out
the more extreme type u′′1. The argument relies on the Coasean dynamics of frequent
offer revisions. Instead, our result is reputational, and it relies on the comparison of
the commitment strengths across players and types.

TBA. The role of menus in bargaining Wang 1998, Sen 2000, Inderst 2003, Yildiz
2003. Multi-issue legislative bargaining.

Section 2 describes the model. Section 3 discusses the case of singleton menus.
Section 4 is devoted to the one-sided incomplete information. Two-sided uncertainty
is discussed in Section 5 The last section conludes and discusses some open questions.

2. Model

2.1. War-of-attrition bargaining. Two players, i = 1, 2, bargain over a heteroge-
neous pie with N ≥ 2 parts. Depending on the context, we refer to player i, j, or
player 1 using the female pronoun, and to player −i,−j,or 2 using the male pronoun.
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An allocation is defined as x ∈ X := [0, 1]N . Each player has a linear preference over
allocations ui ∈ U :=

{
u ∈ RN

+ : ∑un = 1
}
. (The normalization is w.l.o.g.) The payoff

from allocation x is equal to ui · x.
The bargaining takes form of a war of attrition. In alternating periods (starting

with player 1 in period 1), player i either continues or concedes. If she continues, the
game moves to the next period and the other player. If she concedes, she must choose
an allocation x from a (closed) menu of allocations m−i ⊆ X, in which case the other
player receives the complementary allocation 1 − x = (1− xn)n. We refer to m−i as
the bargaining position of player −i.

The i’s preference is drawn from distribution πi ∈ ∆U , and it is known to player
i but not her opponent. Additionally, and independently from the type distribution,
each player is either strategic with probability 1 − λ or behavioral with a strictly
positive probability λ ∈ (0, 1). The behavioral player never concedes. The role of the
behavioral types is to pin down the equilibrium; it is well known that, without them,
the war-of-attrition games have a continuum of equilibria. The players are expected
utility maximizers. They discount future with a common discount factor e−∆, where
∆ represents the length between two subsequent decision points, and the interest rate
is normalized to 1.

Let Ti be the set of periods in which player i makes decision in the war-of-attrition.
A strategy of the (strategic type of) player i is a pair σi =

(
σTi , σ

M
i

)
of measurable

stopping time σTi : U → ∆Ti and a choice σMi : U → ∆m−i. A belief of player −i is a
pair of mappings λi : Ti → [0, 1] and µi : Ti → ∆Ai, with the interpretation that λi (t)
is the probability at the beginning of the period that player i is behavioral, and µi (.|t)
is the probability distribution over the (strategic) types of player i who yield in period
t ∈ Ti. Let Uσ

i (ui) denote the expected payoff of player i type ui ∈ Ui.
A (Perfect Bayesian) equilibrium is a profile of (mixed) strategies and beliefs such

that (a) players best respond at each point in time and (b) beliefs are updated through
Bayes formula whenever possible. It is easy to see that if λ > 0, each equilibrium
is sequential, and, in fact, the specification of beliefs at 0 probability events does
not matter. We are interested in the equilibrium payoffs as the game approximates
continuous time, ∆→ 0, and players become fully rational, λ→ 0.
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2.2. Menu choice. In a menu choice game, players choose their bargaining positions.
We assume that each player has only partial information about their preference type
before they make the choice of bargaining position. Formally, each player i privately
observes a signal si drawn from a distribution ρi ∈ ∆U . Next, player 1 followed by
player 2 announce their bargaining positions. Player i chooses mi from a finite set
M−i ⊆ CX , where CX is a collection of all closed subsets of X that contain at least
one strictly positive allocation. After the bargaining positions are chosen, player i
learns her preference type drawn from distribution πi (s) ∈ ∆U . At the same time,
independently, the player learns with probability λ that she is the behavioral type
(see Kambe 1999 for a similar approach to the behavioral types). Finally, the war of
attrition game commences.

Assumption 1. For each player i, there exists a closed subset Ui ⊆ U such that for
each si, Ui = suppπi (si).

The assumption ensures the support of the posterior beliefs at the beginning of the
war-of-attrition does not depend on the chosen menu. We say that the preferences of
player i are known if Ui is a singleton.

A strategy in the menu choice game is a measurable mappingmi : U →Mi. After the
menu choices, players form beliefs µ1 : M1 → ∆U , µ2 : M1 ×M2 → ∆U about signals
and use them, together with πi, to form beliefs about preferences. A Perfect Bayesian
equilibrium is a profile of menu choice strategies, beliefs, as well as a continuation PBE
in the war-of-attrition such that players best respond to each other and the beliefs are
derived from strategies through the Bayes formula whenever possible. The definition
and the Assumption 1 ensure that the beliefs have a full support at the beginning of
the war of attrition.

We are interested in two limits:

• the finite set of menusMi approximates certain (closed) sub-collection of menus
M∗

i ⊆ CX , and we write Mi →M∗
i , where the convergense is in the sense of the

induced Hausdorff distance.
• the initial information becomes approximately perfect: π (s) → δsweakly, for
each s ∈ Ui. We write π → δ.
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3. Singleton menus

In this section, we consider the special case of the model with each menu being a
singleton.

3.1. War of attrition. Suppose that mi = {x−i} for each player i. Because the
players payoff from winning or losing the war of attrition are fixed, the strength ratio
does neither depend on time nor the strategies of the opponent. To avoid dealing with
trivial cases, we assume that xi,n > 0 for each i, n.

For each type ui ∈ Ui, define

Si (ui) = ui · (1− x−i)
ui · xi

,

We refer to Si (ui) as the strength of type ui of player i. As in AG, the strength is equal
to the ratio of the payoff from winning the war of attrition (and getting the allocation
1− x−i) and the concession payoff (i.e., allocation xi). Let the strength of player i be
defined as

S∗i = max
ui∈Ui

Si (ui) ,

i.e., the strength of the strongest type in the support of the belief distribution. Figure
3.1a illustrates a geometric interpretation of the strength of a type as the ratio of the
length of the ray that connects allocations 0i and 1 − x−i to the distance between
the allocation 0i and the indifference curve that passes through xi along the ray. By
rotating the indifference curves, we can see that the strongest type is typically one of
the most extreme types of the support.

Theorem 1. Suppose that S∗i > S∗−i, i.e., player i is stronger. For each δ > 0, there
exist λ∗,∆∗ > 0 such that if λ ≤ λ∗ and ∆ ≤ ∆∗, then there is T < ∞ such that
e−∆T > 1− δ and, in any equilibrium, player −i concedes with probability at least 1− δ
before the end of period T .

By the Theorem 1, the weaker type concedes with a probability close to one, in
one of the initial stages of the game. The limit equilibrium behavior depends on the
comparison between the strengths of the strongest types of each player. In particular,
the behavior depends only the support of the type distribution.

We use Theorem 1 to derive the limit payoffs. If the stronger player moves first,
i.e., i = 1, then any of her types ui can ensure the maximum of her concession or
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winning payoffs (multiplied by e−∆T ), either by conceding immediately, or wating for
T periods. Because player i cannot get any higher payoff then any of these two, the
limit of payoffs of player i is equal to

Ui (ui)→ max (ui · xi, ui · (1− x−i)) .

Player −i’s payoff depends on whether i concedes immediately (which happens with
probability converging to πC = πi ({ui : Si (ui) ≤ 1})) or waits. The asymptotic limit
is equal to

U−i (u−i)→ πC (u−i · x−i) +
(
1− πC

)
u−i · (1− x−i) .

If the stronger player moves second, i = 2, then the above derivation is additionally
complicated by the fact that some types of player−imay prefer to concede immediately
rather than wait for the possible concession of player i.

3.1.1. Proof intuition. The proof relies on the familiar logic of the AG model as well
as the equilibrium sorting property (a closely related argument can be found in Abreu
et al. 2015). Let p−j (t) be the concession rate, i.e., the probability of conceding in
period t ∈ T−j conditionally on reach t. The gain for player j type uj from waiting
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from period t− 1 to t is equal to

e−∆p−j (t) (uj · (1− xj)) + e−2∆ (1− p−j (t))uj · xj − uj · xj

=uj · xj
[
e−∆p−j (t)

(
Sj (uj)− e−∆

)
−
(
1− e−2∆

)]
. (3.1)

Because the gain is increasing in strength, it must be that in equilibrium, the weaker
types concede before the stronger ones. Let Sj (t) be the strength of the strongest type
who has not conceded before and including period t. In equilibrium, the concession
rate p−j (t) must be such that the strongest type Sj (t) is indifferent between conceding
now and waiting till the next opportunity.

Next, for each η > 0, let T ηi = min {t : Si (t) ≥ S∗i − η} be the first period after
which all the types of player i are η-close to the strongest type. We refer to the time
after T η = maxj T ηj as the late game. In the late game, each player i concedes at the
rate that is approximately constant and equal to

pj (t) ≈ 1
S∗−j − 12∆ = γ∗j 2∆.

As in AG, the stronger player i concedes faster in the late game. It follows that it must
be that T η = T ηi , and by the standard arguments, the mass of types that survives till
the beginning of the late game is approximately equal to

πi (ui : Si (ui) ≥ S∗i − η) ' λeγ∗i (T ε−T ∗)∆.

We have two observations. First, as λ → 0, the late game becomes arbitrarily long,
i.e., (T ∗ − T η) ∆ is arbitrarily large. Second, the mass of types of player −i that do
not concede before the beginning of the game is approximately equal to

λeγ∗−i(T ε−T ∗)∆ ' e(γ∗i −γ∗−i)(T ε−T ∗)∆πi (ui : Si (ui) ≥ S∗i − η) .

In particular, the ratio of the prior probability of types of player i that concede in the
late game to the analoguous probability of types of player −i is arbitrarily large.

Finally, we bound the concession rates of the two players before the beginning of
the late game: a lower bound for player i, and an upper bound for player −i. The
bounds show that the ratio of no-concession probabilities in the initial periods of the
game (after, perhaps, T periods) remains arbitrarily high as λ → 0. To make up for
the missing probability, player −i must concede in the first T periods of the game with
a probability that is arbitrarily close to 1. The formal argument proof is complicated
by the need to deal with the possibility that some types of the stronger player i may
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prefer the allocation x−i rather than the xi, in which case they are going to try to
concede as early as possible. The details of the proof can be found in Appendix B.1.

3.2. Menu choice. Although the characterization of Lemma 1 is straightforward, the
general solution to the menu choice game is complicated by the following difficulty.
Contrary to the properties of the AG model, given a choice of player 1, player 2 may
strictly prefer to choose an allocation that makes him weaker in the continuation war
of attrition. In particular, it is not enough to consider the allocations that make player
2 stronger when finding his best response.

To see a simple example, suppose that N = 2 and player 1’s choice is mi =
{

1
2

}
,

where 1
2 =

(
1
2 ,

1
2

)
. It is possible to show that if both players types have full support,

Ui = U ,then, the choice of player 2 m2 = {x1} makes him (weakly) stronger in the
continuation game iff 1 − x1 ≤ 1

2 (in the vector order sense). The best payoff that
player 2 can ensure by chooing such an allocation is not higher than 1

2 . However,
generically, player 2 can do better. Suppose that player 2 prefers the first part of the
pie, u(1)

2 > 1
2 > u

(2)
2 . Consider an offer m′2 = {x′1} where x′1 = (0, 1), i.e., player 2

offers the less attractive part to player 1. There are two possible outcomes of the war
of attrition. If player 1 prefers the first part of the pie, player 2 is going to be forced
to concede and accept the payoff 1

2 . But, if player 1 prefers to second part of the pie,
she will concede early, in which case player 2 receives a payoff strictly higher than 1

2 .
Notice that in the second outcome, the losing allocation x′1 is a Pareto-improvement
over the equal division of the pie.

Although the solution to the menu choice game is possible to obtain, we do not
find it illuminating. Instead, we show that when player 1’s preferences are known, her
equilibrium payoff might be strictly lower than 1

2 , which, as it is easy to check, is lower
than her worst payoff if the type of the opponent is known. To keep the argument
simple, assume that N = 2.

Theorem 2. Suppose that U1 = {u1} and the preferences of player 2 have full sup-
port, suppρ = U2 = U . Let M∗ be the collection of all single-element menus. Let
E1 (∆, λ, (Mi)i , (U2, π2)) be the set of equilibrium payoffs of type ui of player i. Then,

lim supπ2→δ2,M2→M∗ lim sup
λ,∆→0

supE1 (∆, λ, (Mi) , (U2, π2)) < 1
2 . (3.2)
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The idea is very simple. Because the preferences of player 1 are known, for each offer
m1 = {x2} of player 1, player 2 can find a counter-offer that Pareto improves on x2,
i.e., it gives the same payoff to player 1, but a strictly higher payoff to player 2. For
example, if x2 is too stingy on the side k = 1, 2 of the pie, the types of player 2 who
like the side k can counter-offer with an allocation that lies on the same 1’s indifference
curve as 1− x2 and give a larger part of k to player 2. Any such a counter-offer makes
player 2 strictly stronger and, more importantly, give him a strictly higher payoff what
is offered by player 1. In fact, player 2 can further increase her payoff by choosing an
allocation with a payoff to player 1 that is below 1

2 .
In short, player 1’s problem is that he cannot simultaneously choose an allocation

that is satisfactory for different types of player 2. Such a problem would be solved if
player 1 could offer a menu of options for player 2. We discuss this in the next section.

4. One-sided incomplete information

In this section, we assume that player −i’s preferences are known, U−i =
{
u∗−i

}
. We

also make the following addition to Assumption 1.

Assumption 2. Set Ui is convex, u∗−i ∈ Ui, and and πi (s) has a Lipschitz continuous
density with respect to the Lebesgue measure on Ui.3

4.1. War of attrition. As a first approximation, it is convenient to assume that
the menu from which the uninformed player −i chooses consists of a single element,
mi = {x−i}. The assumption is not without a loss of generality, because even if player
−i is indifferent between multiple allocations in menu mi, player i might not be, and
the different choices may have different consequences for player i’s behavior.

Given the assumption, we define the strength of the types ui of player i as the ratio
of the payoff from winning versus the payoff from losing:

Si (ui) = ui · (1−x−i)
maxx∈m−i ui · x

and S∗i = max
ui∈Ui

Si (ui) .

As in the singleton menu case, player i’s strength is defined as the stregth of the
strongest type in the support. It is useful to describe a geometric intuition how to

3For each convex subset U ⊆ RN , one can find its affine hull, i.e. the intersection of all affine spaces
that contain U . The Lebesgue measure on the affine hull assigns positive mass to U . Whenever we
mention “the Lebesgue measure on U”, we refer to the restriction of such a measure to set U.
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find the strongest type. See the left side of Figure 4.1. The dashed ray connects
allocations 0 and the winning allocation 1 − x−i. The winning/loss strength ratio
is equal to the ratio of the length of the ray and the distance between allocations 0
and the intersection of player i’s losing indifference line with the ray. By moving the
indifference curve around the menu, we can see that the ratiop is maximized when the
indifference curve touches the menu exactly at the ray. More formally, let

m∗−i =
⋂

ui∈U−i

{
x : ui · x ≤ max

x′∈m−i
ui · x

}
(4.1)

be the largest menu that gives each type of player i exactly the same utility as menu
m−i. We say that m∗−iis a completion of m−i. Further, let

κ∗i = sup
{
κ ∈ [0, 1] : κ (1− x−i) ∈ m∗−i

}
, and (4.2)

x∗i = κ∗i (1− x−i) .

Allocation x∗i is the best allocation in menu m−i that belongs to the ray connecting
allocations 0 and 1− x−i (see the right panel of Figure 4.1). The strength of player i
types is equal to

Si (ui) = ui · (1−x−i)
maxx∈m∗−i ui · x

=
1
κ∗i
ui · x∗i

maxx∈m∗−i ui · x
= 1
κ∗i

1
maxx∈m∗−i

ui·(x−x∗i )
ui·x∗i

+ 1
.

The last expression is maximized by any type u∗i ∈ Ui such that x∗i ∈ arg maxx∈m∗−i u
∗
i ·x

(such a type exists, due to the menu m∗−i being complete). Thus, x∗i is a (possibly, one
of many) allocation of the (possibly, one of many) strongest type.

Define the strength of player −i as the ratio of the payoff from allocation 1−x∗i (i.e.,
the winning allocation against the strongest type) and the losing payoff:

S∗−i = u∗−i (1− x∗i )
u∗−i · x−i

. (4.3)

Lemma 1. Assume 2. Additionally, suppose that mi = {x−i}, 1 − xi /∈ m∗−i, and
infu∈Ui u · (1− x−i) > 0. If S∗i > S∗−i then there exist λ∗,∆∗ > 0 such that if λ ≤ λ∗

and ∆ ≤ ∆∗, then there is T < ∞ such that e−r∆T > 1 − δ and, in any equilibrium,
player −i concedes with probability at least 1− δ before the end of period T .

The Lemma says that if player i is stronger, player −i concedes with a large proba-
bility in the initial periods of the game.
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Figure 4.1. Player’s strenght and general menus.

In the special case when the strongest type and her optimal allocation are unique,
the intuition is similar to the one developed in Section 3. The concessions of i’s types
are sorted by the strength. The late game types of player i choose allocations that are
arbitrarily close to x∗i , which implies that the late game winning payoff of player −i is
approximately equal to u∗−i · (1− x∗i ). This determines the concession rates, and the
rest of the argument follows the same logic as in the case of Lemma 1.

There are two complications in the general case. First, if the menu is linear in the
neighborhood of x∗i , the optimal allocation of all but the strongest type is significantly
far away from x∗i , even during the late game. In such a case, the average allocation
conditional on concession converges to x∗i . The intuition is described on the left panel
of Figure 4.2. Almost all types of player i pick one of two y1, y2 optimal allocations.
The dotted lines represent the indifference curves of the strongest types of player i
that concede in a given period t. The intersection of the indifference curves belongs
to the dashed ray because, as we explained above, the strength of any type can be
parameterized by the distance between the zero allocation and the intersection of the
ray with an indifference curve. In the late game only the types with strength close
to S∗i survive. Due to the continuity of the density function, in the late game, the
conditional probabilities of the two optimal allocations are proportional to the angles



16 MARCIN PĘSKI

0i

1i

chocolate

vanilla

m−i

y1

y2

1− x−i

x∗i

u V1 (t− 4)
u V
1 (t− 2)
u V
1 (t)

u C1 (t−
4)

u C1 (t−
2)

u C1 (t)

0i

1i

chocolate

vanilla

m−i

xi
1− x−i

x∗i

u1 (t− 4)
u
1 (t−

2)u
1 (t)

Figure 4.2. Special cases.

between the two consecutive indifference curve. A simple geometric argument shows
that, in such a case, the weighted average concession allocation is close to x∗i .

The second complication occurs when the strongest type is in the boundary of the
type distribution Ui. See the right panel of Figure 4.2, where player i chooses from a
single-element menu {xi}. In such a case, the optimal choice of each type of player i
is xi, and not x∗i . Nevertheless, the thesis of the Lemma holds. The reason is that the
optimal choice induces the same strength for player i as allocation x∗i ; it follows that
the late game concession rate of player −i is as if the late game choice was close to x∗i .
On the other hand, player −i’s strength becomes smaller if allocation x∗i is replaced by
xi, and S∗−i is a lower bound on the strength of player −i in the late game.

Because of the second complication, the converse version of the Lemma is not true
without any further assumptions. However, we can show converse when player −i
chooses menu m−i = m

1/2
−i =

{
xi : u∗−i · (1− xi) = 1

2

}
, i.e. the menu of player i’s

allocations that give payoff 1
2 to player −i .

Lemma 2. Suppose that Assumptions 1 and 2 hold. For any η > 0, there is ε > 0
such that if

max
x∈mi

u∗−i · x <
1
2 − η and dH

(
m−i,m

1/2
−i

)
≤ ε,

then for each δ > 0, there exist λ∗,∆∗ > 0 such that if λ ≤ λ∗ and ∆ ≤ ∆∗, then player
−i concedes with probability at least 1− δ in his first period of the game.
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4.2. Menu choice game. The above results lead to a straightforward characterization
of the limit payoffs in the menu choice game.

Theorem 3. Suppose that U−i =
{
u∗−i

}
and that Assumptions 1 and 2 hold. Then, for

each ui ∈ Ui,

Ei (ui) = max
x:u∗−i·(1−x)≥ 1

2

ui · x and E−i
(
u∗−i

)
= 1

2 . (4.4)

The Theorem says that player i receives her optimal subject to the constraint that
player −i receives at least 1

2 . As we discuss in the introduction, this means that player
−i receives his worst and each of his opponent types receives her best payoff across all
possible Nash outcomes. The equilibrium payoffs are ex post efficient.

Although the statement focuses on the payoffs, note that the only way to obtain
such payoffs is when player −i is able to pick an allocation from menu m1/2

−i . The proof
makes clear that, in the equilibrium (as the various limits become close), player −i
offers menu m1/2, and the other player (roughly) accepts.

Comparing to Theorem 3.1b, player −i receives a higher payoff. Thus, being able to
commit to a menu against an opponent with unknown preferences is beneficial.

Proof intuition. We describe the main idea of the proof when i = 2, i.e., when player
−i is the first to propose a menu. Suppose that player i proposes a (completed) menu
that does not contain m1/2. We are going to show that player i can guarantee herself
the payoff of at least (4.4), and possibly more. See Figure 4.3. Suppose that player
i’s counteroffer is mi = {x−i}, where x−i ∈ m1/2 and 1 − x−i /∈ m−i. Let u∗i be the
strongest type of player i in the continuation war of attrition. As we explain above,
the optimal choice u∗i belongs to the ray between the zero allocation and 1− x−i. The
strength of u∗i is equal to the ratio of the distance between the zero allocation and
1− x−i to the distance between the zero allocation and the optimal allocation x∗i . By
The Thales theorem, it is also equal to the ratio of the distance between the zero and
the half allocations, and the zero and allocation A, where A is chosen as an allocation
on the diagonal that makes player −i indifferent between A and x∗i . Thus,

S∗i =

∣∣∣01
2

∣∣∣
|0A|

.

On the other hand, the strength of the uniformed player is equal to the ratio of the
utilities associated with the indifference curves passing by x∗i and passing by 1− x−i;
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Figure 4.3. Menu choice with one-sided incomplete information.

hence it is equal to

S∗−i =

∣∣∣11
2

∣∣∣
|1A|

.

A simple algebra shows that the latter is strictly smaller than the former. By Lemma
1, if faced with counteroffer m−i = {x−i}, player −i concedes quickly. The optimal
choice of x−i ∈ m1/2 ensures payoffs (4.4). In fact, because the argument shows that
player i is strictly stronger, player i can win the war of attrition with an allocation that
leads to strictly higher payoffs for her and strictly lower payoffs for player −i. Given
that player i can ensure payoffs 1

2 , m−i cannot be a best response choice.

4.3. Bargaining with revisions. Our model assumes that the players cannot revise
their offers after the initial stage. Here, we informally discuss some of the issues that
arise if revisions were allowed. TBA

5. Two-sided incomplete information

In this section, we study the war of attrition when there is an incomplete information
about preferences of each player. We start with using an example to show that the
two-sided version of the model can have multiple equilibria. Next, we show that the
multiplicity will disappear if the types are continuum rather than discreet. In this
section, we assume N = 2.
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5.1. Two-type example. Fix two constants a, b such that
a

a+ 1 < b < a <
1
2 . (5.1)

Each player i, let

m−i = {(a, 0) , (0, b)}

be the menu of choices when player i concedes. Each player has two types uc = (1, 0)
and uv = (0, 1) and both types have a positive probability. The assumptions (5.1)
imply that each player’s type prefers to win regardless of the choice of the other player.
See Figure 5.1a. The allocation xi = (a, b) is defined as the unique allocation such that
the two types of player i are indifferent between their optimal concession allocation
from menu m−i and xi. We refer to xi as the indifference point.

Proposition 1. There exists π∗ ∈ (0, 1) such that for each i, if π
(
uv−i

)
≥ π∗, then

there is a sequence of equilibria of the above game as λ→ 0,∆→ 1 such that player i
concedes with a probability arbitrarily close to 1 in his first period of action.

The short reason for the existence of multiple equilibria is that there is no natural
sorting that decides which types concede first. In the equilibrium that we describe, the
last types to concede are uv−i and uci ; if the roles i and −i are exchanged, a different
pair of types ends the game.

We briefly describe the construction. The equilibrium has three phases:
(1) Atom concession. In its first period of action, each type u of player i concedes

with a positive probability (that is arbitrarily close to 1). If player i moves
second, then player −i does not concede in her first period. For each subsequent
period after the initial concession, the expected continuation payoff of each type
of each player is equal to her immediate concession payoff.

(2) War of attrition with both sides active. In the intermediate phase, each type
u = uc, uv concedes with a positive probability. The rates are chosen so that
each type is indifferent between waiting and conceding. In order to satisfy
the indifference condition, the average winning allocation of player j condition-
ally on −j concession must lie on the ray that connects the 0 payoff and the
indifference point:

wj = γxj = α (1, 1− b) + (1− α) (1− a, 1)
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for some γ > 1 and α ∈ (0, 1) (see Figure 5.1a). The end date of the phase
is chosen as the last period when types uvi for player i and uc−i for player −i
concede with a positive probability. (To make sure that it is possible, we need
to assume that the initial probability of type uv−i is sufficiently high.)

(3) War of attrition with one sides active. For each of the remaining periods the two
remaining types uv−i and uci concede at constant rates that make the opponent
type indifferent between conceding and waiting. The concession rate of player
−i is higher. (To see that, notice that is the winning payoff of type uv−i facing
uci is equal to 1 and the concession payoff is b. Hence, her strength is equal
to 1

b
. Analogously, 1

a
is the strength of type uci facing uv−i.) Importantly, the

two concession rates are sufficiently slow so that the other two types that fully
conceded before the beginning of the last phase (uc−i and uvi ) do not want to
deviate and wait till this phase. (To see why, notice that the strength of type
uvi facing uv−i is equal to 1−b

b
, which is less than the strength 1

b
of type uci facing

uv−i. Because player −i concedes at the right chosen to make the stronger type
indifferent, the weaker type uvi wants to concede early.) The phase ends when
the strategic types fully reveal themselves.

The structure of equilibrium and the above comments ensure that none of the players
wants to deviate. We verify that the probabilities add up in Appendix D.
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5.2. Continuum types. Next, we assume that players bargaining positions take form
of linear menus: m−i = {x : ψi · x ≤ vi} for some vector ψi ∈ U and vi > 0 and each i.
(The completions of the menus from the example are linear. We discuss that case of
general menus below.) Additionally, we make two assumptions. The first assumption
ensure that the beliefs about i’s types are sufficiently regular in the neighborhood of
vectors βi.

Assumption 3. (Regularity) For each player i, Ui = suppπi has a nonempty interior
in U , ψi ∈ intUi, and πi has a strictly positive Lipschitz continuous density with respect
to the Lebesgue measure on U .

Recall that the payoff from winning the war of attrition depends on the choice made
by the other player when conceding. The next assumption says that, no matter what
is the choice, all types of player i would rather win than lose.

Assumption 4. (Large Gap). For each u ∈ Ui, for each xi ∈ mi and each yi ∈ m−i,
infx∈mi u · (1− x) > u · supy∈m−i u · y.

Let

α∗i = sup {α : α1i + (1− α) 0i ∈ m−i} ,

e∗i = α∗i1i + (1− α∗i ) 0i.

Here, e∗i is the unique allocation that lies in the intersection of the diagonal and the
boundary of menu m−i. Let

S∗i = 1− α∗−i
α∗i

=
ui ·

(
1− e∗−i

)
ui · e∗i

,

where the last equality holds for arbitrary preference type ui ∈ U . Thus, S∗i is the
strength of player i defined as the winning/concession ratio under the restriction that,
when conceding, the player must choose an allocation that belongs to the diagonal.
Because of linearity of preferences, so defined strength does not depend on the player’s
type. The main result of this section shows that the strength characterizes the behavior
in the war of attrition.

Theorem 4. Suppose that Assumptions 3 and 4 hold. Suppose that S∗i > S∗−i. For
each δ > 0, there exist λ∗,∆∗ > 0 such that if λ ≤ λ∗ and ∆ ≤ ∆∗, then there is T <∞
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such that e−r∆T > 1− δ and, in any equilibrium, player −i concedes with probability at
least 1− δ before the end of period T .

Compared to the above example, Theorem 4 shows that when the type distribution
is continuous, there is an unique equilibrium. The theorem says that the equilibrium
concession behavior is the same as if the players choices were restricted to the diagonal.
Of course, in the equilibrium the probability mass 1 types chooses one of the extreme
points in menu. We explain below that, in the late game, the ratios with which the
extreme points are chosen balance so that their average lies on the diagonal. The
assumption about separate preferences ensures that the concession rates in the early
game are bounded; because the late game is arbitrarily long, it means that the late
game effects dominate over anything that happens in the early game.

Proof intuition. We describe the intuition behind the proof in few steps. As in the
rest of the paper, the argument relies on the analysis of the late game. The goal is to
show that after sufficiently many periods, the players behave as if they conceded with
outcomes e∗i for each i. Then, their concession behavior is determined by strengths S∗i .
Because S∗j > S∗−j, player j concedes significantly faster than her opponent. The rest
of the argument proceeds in the same way as in the case of Lemma 1.

Sorting. The main difficulty with two-sided incomplete information is that there is
no natural sorting. When the menus are linear, we show that there is a partial sorting.
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Let y1
i , y

2
i ∈ m−i be two extreme points of menum−i. (See the left panel on Figure 5.1.)

Let Uki be the subset of types of player i who strictly prefer allocation yki to allocation
y−ki , i.e., the types who care about issue k relatively more than the type ψi, and,, as
follows, than all types in U−ki . We say that such types are on side k. Take any two
types u, u′ ∈ Uki and suppose that uk > u′k > ψki . Using a similar argument as in the
previous sections, we can show that for any allocation y /∈ m−i, we have

u · y
u · yk

<
u′ · y
u′ · yk

.

In other words, type u cares relatively less about winning and obtaining y rather than
losing than type u′. This implies that type u is going to concede before type u′ in the
war of attrition. From now on, we rank player i types according to their distance to
the last type ψi.

Let uki (t) denote the largest type on side k who survives till period t. (See the
left panel of Figure 5.1.) We say that player i is active on side k in period t if
uki (t) 6= uki (t+ 2), i.e, if outcome yki is chosen with strictly positive probability in
period t. Because of the general properties of the war-of-attrition games, each player
must be active on at least one side in each period before the final concession of the
strategic player.

Indifference condition. If the player is active on side k in two consecutive periods t−2
and t, then types uki (t) must be indifferent between conceding in those two periods.
There is a simple geometric characterization of this indifference. For each t ∈ Ti, let
p−i (t− 1) be the concession rate, i.e. the probability of −i conceding conditionally on
reaching period t− 1 and let

wi (t− 1) =
∑
k

Prob
(
−i chooses yk−i| − i concedes at t

) (
1− yk−i

)
be the average allocation left to her by player −i conditionally on him conceding. (We
take a convention that allocations indexed with i, like wi (t− 1), are stated from the
point of vew of player i; the average allocation chosen by player−i is the complementary
allocation 1− wi (t− 1)). Then, type uki (t) is indifferent if

uki (t) · yki ,

=p−i (t− 1) e−∆uki (t) · wi (t− 1) + (1− p−i (t− 1))
(
1− e−2∆

) (
uki (t) · yki

)
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or, if allocation

qi (t− 1) = p−i (t− 1) e−∆

e−2∆ + p−i (t− 1) (1− e−2∆)wi (t− 1)

belongs to the indifference curve of type uki (t) that passes through her optimal choice
in the menu. We refer to wi (t− 1) as the win outcome and to qi (t− 1) as the virtual
payoff in period t− 1. The latter belongs to the ray between the win outcome and the
allocation 0.

If the player is active on both sides, then the virtual payoff must be equal to the
indifference point xi (t), i.e., the unique allocation such that each type uki (t) is indiffer-
ent between xi (t) and her optimal concession allocation yki . For future reference, note
that this is only possible if the indifference point belongs to the convex hull spanned
by the allocations 1− y1

−i,1− y2
−i and 0 (the dashed area of Figure 5.1).

Structure of the late game. We show in the proof that the players must be active on
both sides in each period of the late game, i.e., when the remaining types are sufficiently
close to the lowest type ψi. There are two steps to the argument. First, we show that
the indifference point must remain in the convex hull of 1 − y1

−i,1 − y2
−i and 0 (the

dashed area of Figure 5.1). Otherwise, say if at some t the indifference point leaves
the convex hull one the side k, then, we show using the indifference condition that the
player must be only active on side k for each t′ < t. But that leads to the contradiction
as there must be a substantial revelation of types on side −k before the late game is
reached. TBA

The diagonal. Finally, we can show that the late behavior must remain close to the
diagonal. We can estimate the late game rate of movement of the indifference point by
the distance between xi (t) and the win outcome 1− w−i (t):

∆xi (t) = xi (t)− xi (t+ 2) ≈ ci (t) [1− w−i (t)− xi (t+ 2)] , (5.2)

where the proportionality constant ci (t) depends on the concession rate, etc. The idea
is simple: if player i chooses yki with a relatively high probability in period t, then the
gap between types uki (t+ 2) and uki (t) is relatively large. But it also means that the
indifference point is moving towards side k. A careful calculation that relies on the
Lipschitzness of the density in the neighborhood of ψi shows that the indifference point
does not change (much) only if the win outcome is very close.
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Suppose that in the late game, the indifference points xi (t) remain in the close
neighborhood of some constant x∗i . In such a case, (5.2) implies that 1− w−i (t) ≈ x∗i
for both players i. A the same time, the indifference condition implies that xi (t) is
a convex combination of allocations 0 and wi (t− 1) ≈ 1 − x∗−i. Putiing those two
conditions together, we obtain that x∗i must lie on a diagonal for each i (see the right
panel of Figure 5.1).

6. Conclusions and open questions

In this paper, we analyze the war of attrition bargaining and the menu choice game
under the structural uncertainty. The difficulty of the analysis depends on whether
one can establish an a priori sorting among the types. We show that the equilibrium
behavior in various settings is unique and it is determined by the behavior in the late
game, when only the strongest types survive. With one-sided incomplete information
about the preferences, the player with known preferences offers a menu of all allocations
that give her at least half of the pie; the other player chooses an optimal allocation
from the menu. Being able to offer menu is beneficial to the player. The outcome is
efficient.

The paper leaves many open questions. First, what is the relation between the
current results and the model in which players are allowed to revise their offers? In
particular, what is the analogue of the Myerson result under the structural uncer-
tainty? Second, what is the equilibrium characterization under general menus with
two-sided uncertainty? Finally, one may want to further generalize the offers that
players can make. For instance, players may offer menus of menus like like “I divide
and you choose,” or more general mechanisms. An important and interesting question
is whether it is possible to provide strategic foundations for one of the axiomatic solu-
tions proposed in papers like Harsanyi and Selten 1972 and Myerson 1984. In words,
is it possible to extend the Nash program to incomplete information? We leave such
questions for future research.

Appendix A. Equilibrium analysis

In this part of the appendix, we conduct a preliminary analysis of the equilibrium.

A.1. Notations. For each player i = 1, 2, let t0i = i be the first decision period for
player i.
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For each player i and each t ∈ Ti, each measurable set U ⊆ Ui, define the probability
that player i with preferences in U yield in period t as

fσi (U |t) = (1− λ)
ˆ

U

σTi (t|u) dπi (u) .

We also write fσi (t) = fσi (U|t). Let

F σ
i (t) = λ+

∑
s∈Ti:s≥t

fσi (t) , and

pσi (t) = 1
F σ
i (t)f

σ
i (t) ,

be the probability that player i has not conceded before period t and the concession
rate in period t.

For each t ∈ T−i, let

wσi (t) =
ˆ (

1− σM−i (u−i)
) 1
fσ (t)df

σ (u−i|t) ∈ X,

yσi (t) = e−∆pσ−i (t)
e−2∆pσ−i (t) + (1− e−2∆)w

σ
i (t) ∈ X.

Here, wσi (t) denotes the allocation that player i obtains in period t, conditionally on
the opponent’s concession in that period t; yσi (t) is the winning allocation weighted by
the concession probability. Further, for each type u ∈ Ui of player i, let

Li (u) = max
x∈mi

u · x, and Sσi (u, t) = u · wσi (u, t)
Li (u) .

Here, Li (u) is the payoff received upon concession, and Sσi (u, t) is the strength ratio.
The superscripts σ in the above notation denotes dependence on the strategy profile

σ; the subscript i, on the player i. We drop the superscripts and/or the subscripts
from the above notation whenever it does not lead to confusion.

A.2. Best response characterization. The expected payoff of player i type u from
yielding in period t ∈ Ti given opponent strategies (σ) is equal to

Uσ
i (u, t) =

∑
s:s<t,s∈T−i

e−s∆fσ−i (s) (u · wσi (u, s)) + e−t∆F σ
−i (t+ 1)Li (u) .
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For each t ∈ Ti, we have

et∆ [Uσ
i (u, t+ 2)− Uσ

i (u, t)] (A.1)

=e−∆fσ−i (t+ 1) (u · wσi (u, t+ 1)) +
[
e−2∆

(
F σ
−i (t+ 1)− fσ−i (t+ 1)

)
− F σ

−i (t+ 1)
]
Li (u)

=F σ
−i (t+ 1)

[
e−∆pσ−i (t+ 1) (u · wσi (u, t+ 1))−

(
e−2∆pσ−i (t+ 1) + 1− e−2∆

)
Li (u)

]
=
(
fσ−i (t+ 1) +

(
1− e−2∆

)
F σ
−i (t+ 3)

)
[u · yi (t+ 1)− Li (u)] .

We have the following corollary to the above calculations and definitions.

Lemma 3. For each type u, each t ∈ Ti, Uσ
−i (u, t+ 1) ≥ (≤)Uσ

−i (u, t− 1) if and only
if

u · yσ−i (t) ≥ (≤)L−i (u) , or pσi (t) ≥ (≤)
(
e∆ − e−∆

) 1
Sσ−i (u, t)− e−∆ .

A.3. End of the war of attrition. Let T ∗,σi = max {t ∈ Ti : fσi (t) > 0} be the last
period in which the strategic types yield. We have the following standard result.

Lemma 4. Suppose that σ is an equilibrium.

(1) For each t ≤ T ∗,σi , fσ (t) > 0. Also, |T ∗,σi − T ∗,σ−i | = 1.
(2) For each t < T ∗,σi , yσi (t) /∈ intmi.
(3) For each i, T ∗,σi <∞, and F σ

i (T ∗,σi + 2) = λ.

Proof. By Lemma 3, iff (t) = 0 for some t ∈ T−i, then it is a strictly better response
for (almost any type u of player i to yield in period t− 1 rather than to wait to period
t + 1. It follows that fσi (t+ 1) = 0. An induction implies that fσi (t′) > 0 for each
t′ > t. The second claim follows from the same argument.

If t < T ∗σi , then the part 1 of Lemma 4 implies that there is a type of player i for
whom period t + 1 is a best response. By Lemma 3, u · yσi (t) < Li (u). However, the
latter inequality cannot be satisfied if yσi (t) ∈ intmi.

For each i, let Lmin
i = infui∈Ui Li (ui) . Because fσi (t) > 0 for each t ≤ T ∗,σi , it must

be that for each t ∈ Ti, if t < T ∗,σi , there is a type u ∈ U−i of player −i such that
Uσ
−i (u, t− 1) ≤ Uσ

−i (u, t+ 1). It follows from Lemma 3 that for each t < T ∗,σi ,

pσi (t) ≥
(
1− e−∆

) 1 + e−∆

e−∆
1

maxu∈A−i Sσ−i (u, t)− e−∆ ≥
(
1− e−∆

)
Lmin
−i > 0,
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which implies for each t ≤ T ∗,σi

F σ
i (t) = (1− pσi (t− 2))F σ

i (t− 2) ≤
(
1−

(
1− e−∆

)
Lmin
−i

)
F σ
i (t− 2)

≤
(
1−

(
1− e−∆

)
Lmin
−i

)(t−t0i )/2
.

Because F σ
i (t) ≥ λ, it must be that T ∗,σi − t0i ≤ log λ

log(1−(1−e−∆)Lmin
−i ) . �

A.4. Monotonicity. Recall that for A,B ⊆ R,A is strongly dominated by B, we write
A ≤S B if for each a,∈ A, b ∈ B, min (a, b) ∈ A and max (a, b) ∈ B.

Lemma 5. (Monotonicity) Take two types u, u′ ∈ Ai, and suppose that Sσi (u, s) ≤
Sσi (u′, s) for each s ∈ T−i such that s < T ∗,σ−i . Then, arg maxUσ

i (u, .) ≤S arg maxUσ
i (u′, .).

If Sσi (u, s) < Sσi (u′, s) for each s ∈ T−i such that s < T ∗,σ−i , then, if Uσ
i (u, t) ≤

Uσ
i (u, t′) for some t < t′, then Uσ

i (u′, t) < Uσ
i (u′, t′).

Proof. Notice that
1

Li (u) (Uσ
i (u, t′)− Uσ

i (u, t))

=
∑

s:t<s<t′,s∈T−i
e−s∆fσ (s)Sσi (u, s) + e−t′∆

1−
∑

s:s<t′,s∈T−i
fσ (s)

− e−T∆

1−
∑

s:s<t,s∈T−i
fσ (s)


= 1
Li (u′)

(Uσ
i (u′, t′)− Uσ

i (u′, t))−
∑

s:t<s<t′,s∈T−i
e−s∆fσ (s) [Sσi (u′, s)− Sσi (u, s)] .

Thus, function U0
i (u, t) = 1

Li(u)U
σ
i (u, t) has increasing differences in the strength ratio

and time. The result follows from the Topkis Theorem. �

A.5. Early game. The next result discusses the early game, where a player may still
have very weak types.

Lemma 6. For each δ > 0, there exists ε > 0 and ∆∗ > 0 such that if ∆ ≤ ∆∗,
then there exists T0 such that e−r∆T0 ≥ 1 − 2δ and for each equilibrium σ, either (a)
F σ
−i (T0) ≤ δ, or (b) σT0 (u) ≤ T0 for all u st. supt Sσi (u, t) ≤ 1 + ε.

Proof. Let k∗ = d− log2 δe ≤ − log2 δ + 1. Find ε > 0 such that (1− 2ε) ≥ (1− δ)
1
k∗ .

Let n∗ be the smallest even integer such that e−r∆n∗ ≤ 1 − 2ε. Then, e−r∆n∗ ≥
(1− 2ε) e−2r∆. Take T0 = k∗n∗. Find ∆∗ > 0 so that 2r∆ (1− log2 δ) ≤ log 1−δ

1−2δ .
Then,

e−rT0∆ ≥ (1− 2ε)k
∗

e−2r∆k∗ ≥ (1− δ) e−2r∆(1−log2 δ) ≥ 1− 2δ.
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Suppose that there is u such that ui · y0 ≤ (1 + ε)Li (u) and suppose that T ≥ T0 is
a best response stopping time for such u. Because T is a best response for u, it must
be that for each t ∈ Ti,t < T , player i type u prefers to continue waiting till period T
rather than stopping in period t:

F σ
i (t)Li (u) ≤

∑
t<s<T :s∈T−i

fσ−i (s) e−(s−t)∆Si (u, s)Li (u) + F σ
i (T ) e−(T−t)∆Li (u) .

After some algebra, and taking into account that Si (u, s) ≤ 1 + ε, we get

0 ≤
∑

s>t:s∈T−i
fσ−i (s)

(
e−(s−t)∆ (1 + ε)− 1

)
.

If t+ n∗ ≤ T , then due to the choice of n∗, the above is not smaller than

≤
∑

t<s<t+n∗:s∈T−i
f (s) ε+

∑
s>t+n∗:s∈T−i

f (s)
(
e−n∗∆ (1 + ε)− 1

)

≤ ε

 ∑
t<s<t+n∗:s∈T−i

fσ−i (s)−
∑

s>t+n∗:s∈T−i
(s)
 .

which implies that

∑
t<s<t+n∗:s∈T−i

f (s) ≥ 1
2

 ∑
t<s<t+n∗:s∈T−i

fσ−i (s) +
∑

s>t+n∗:s∈T−i
fσ−i (s)

 = 1
2

∑
t<s<T :s∈T−i

fσ−i (s) .

It follows that

1− F σ
−i (s) =

∑
s<T0:s∈T−i

fσ−i (s) ≥
k∗∑
l=1

1
2l = 1− 1

2k∗ ≥ 1− δ.

�

Appendix B. Proofs of Section 3

B.1. Proof of Theorem 1. Notice that the Theorem is trivially satisfied if S∗−i ≤ 1,
as in such a case, no type of player −i wants ever to wait. From now on, we assume
that S∗i > S∗−i > 1. Let η = 1

2

(
S∗i − S∗−i

)
. Let qi = Pi (S∗i − η) > 0. Let

x = S∗−i − 1
S∗i − η − 1 < 1.

As we describe in the text, the equilibrium behavior can be sorted by the strength.
For each t, let

Si (t) = sup {Si (u) : u ∈ Ui, σi (t|u) > 0}
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be the maximum strength among all types that concede with positive probability in
period t. Then, Lemma 5 implies that all types with strength not higher than Si (t)
concede either before or in period t; similarly, all types with strength higher than Si (t)
concede after period t. The continuity implies that each type with strength Si (t) is
indifferent between conceding immediately and waiting for the next opportunity. Let
T ηi = min {t : Si (t) ≥ S∗i − η}.

In the rest of the proof, we divide the time of the game into three zones:
• Early game: By Lemma 6, for each δ > 0, there exists ε > 0, ∆0 > 0, and T0

such that either (a) F σ
−i (t) ≤ δ, or (b) σTi (u) ≤ T0 for all types u ∈ Ui such

that Si (u) ≤ 1 + ε. If (a), the thesis of the Lemma holds. On the contrary,
from now on, assume (b) and F σ

−i (T0) ≤ δ. Let

y = max
(

1, 2S
∗
−i − 1
ε

)
,

and we find ∆∗ ≤ ∆0 such that ∆ ≤ ∆∗, we have

1− 1− e−2∆

e−∆
1
ε
≥ 1− y1

2
S∗−i − e−∆

S∗−i − 1
1− e−2∆

e−∆
1

S∗−i − e−∆ ≥
(

1− 1− e−2∆

e−∆
1

S∗−i − e−∆

)y
.

(B.1)
(Such ∆∗ exists, as for all sufficiently small c > 0, 1− 1

2yc ≥ (1− c)y.)
• Middle game: T0 ≤ t < T ηi . In the middle game, Si (t) ≥ 1 + ε for t ∈ Ti and
S−i (t) ≤ S∗−i for t ∈ T−i. By Lemma 3, we have

pσi (t) ≥ 1− e−2∆

e−∆
1

S∗−i − e−∆ , and p
σ
−i (t) ≤

1− e−2∆

e−∆
1
ε
.

Then, inequality (B.1) implies that

1− pσ−i (t) ≥
(

1− 1− e−2∆

e−∆
1

S∗−i − e−∆

)y
. (B.2)

• Late game: T ηi ≤ t < T ∗. By Lemma 3 and because Si (t) ≥ S∗i − η for t ∈ Ti
and S−i (t) ≤ S∗−i for t ∈ T−i, we have

pσi (t) ≥ 1− e−2∆

e−∆
1

S∗−i − e−∆ , and p
σ
−i (t) ≤

1− e−2∆

e−∆
1

S∗i − η − e−∆ .

The choice of x and the fact that x < 1 implies that

1− pσ−i (t) ≥ 1− S∗−i − e−∆

S∗i − η − e−∆p
σ
i (t) ≥ 1− xpσi (t) ≥ (1− pσi (t))x . (B.3)
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where the last inequality holds for sufficiently small ∆ (hence, sufficiently small
1− e−2∆).

Notice that for each player l and each t, λ = F σ
l (T ∗) = F σ

l (t)∏s∈Tl:t≤s≤T ∗ (1− pσl (s)).
The late game estimates (B.3) imply that

F σ
−i (T

η
i ) = λ∏

s∈T−i:T ηi ≤s≤T ∗ (1− pσ−i (s))
≤ λ∏

s∈T−i:T ηi ≤s≤T ∗ (1− pσi (s))x = λ1−x (F σ
i (T ηi ))x .

Further,

F σ
−i (T0)

F σ
−i (T

η
i ) = 1∏

s∈T−i:T0≤s≤T (1− pσ−i (s))
≤

∏
s∈T−i:T0≤s≤T

(
1− 1− e−2∆

e−∆
1

S∗−i − e−∆

)−y

≤
(
F σ
i (T0)

F σ
i (T ηi )

)y
≤ (F σ

i (T ηi ))−y ,

Together, we obtain,

F σ
−i (T0) ≤ λ1−x (F σ

i (T ηi ))x−y ≤ λ1−xqx−y

where the last inequality comes from the fact that F σ
i (T ηi ) ≥ q. If λ is sufficiently

small, we obtain the contradiction with F σ
−i (T0) ≥ δ.

B.2. Proof of Lemma 2. (Sketch). Let m1/2 =
{
x : u1 · (1− x) ≥ 1

2

}
be the menu of

allocations of player 2 that give at least 1
2 to player 1. Let y1, y2 denote the two extreme

points of the menu. (See Figure ???). Let Ui (x2, u2) denote the limit (“lim sup” for
player i = 1 and “lim inf” for player i = 2) of the equilibrium payoffs of player i
conditionally on signal realization s = u2 (with all the limits from the statement (3.2))
and if player 2 chooses allocation x2.

Claim 1. If U2 (x2, u2) ≥ maxk u2 · yk + ε, then U1 (x2, u2) ≤ 1
2 −C (u2) ε for each ε > 0

and some constant C (u2) > 0. If the first inequality is strict, the second is strict as
well.

Proof. Let xi (u2) be an equilibrium expected and discounted allocation from the point
of view of player i given preferences u2. Then, x1 (u2) + x2 (u2) ≤ 1. Moreover, if
U∗i (x2, u2) denote the expected equilibrium payoffs of player i given preferences u2,
then U∗i (x2, u2) = u2 ·x2 (u2) ,and U∗1 (x2, u2) = u1 ·x2. If U∗2 (x2, u2) ≥ maxk u2 ·yk−ε,
then U∗1 (x2, u2) ≤ 1

2 + Cε for some constant C < ∞. Finally, note that the limits of
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U∗i (“lim sup” for player i = 1 and “lim inf” for player i = 2) are equal to Ui due to the
convergence π (u2)→ δu2 . �

For each x2 ∈ X, , define sets

W0 (x2, u2) = {x : (u1 · (1− x2)) (u2 · x2) ≤ (u1 · (1− x)) (u2 · x)}

P (x2) = {x : u1 · (1− x) ≥ u1 · (1− x2)}

W (x2) =
⋃

u2∈U2

W0 (x2, u2) ∪ P (x2) .

W0 (x2, u2) is the set of counteroffers of player 2 (expressed as allocations of player 2)
that are either winning (i.e., lead to higher strength) against player 1’s offer x2; P (x2)
is the set of counteroffers such that their complements are preferred by player 1 than
the complement of x2.

Claim 2. For each x2, m1/2 ⊆ W (x2). Moreover, there exists ε > 0 such that if∥∥∥yk − x2

∥∥∥ ≥ 1
4 , then B

(
yk, ε

)
⊆ W (x2).

Proof. Let υ (x2) = max (u1 · (1− x2) , 1− u1 · (1− x2)). For the first claim, notice
that

mυ(x2) ⊆ W (x2, u1) ∪ P (x2) for each x2. (B.4)

For the second claim, due to the continuity of set W (x2) with respect to x2 and
compactness, it is enough to show that for each x2 such that

∥∥∥yk − x2

∥∥∥ ≥ 1
4 , there is

ε > 0 such that B
(
yk, ε

)
⊆ W (x2). If u1 · (1− x2) 6= 1

2 , then, the claim follows from
the fact that υ (x2) > 1

2 and (B.4). If u1 · (1− x2) = 1
2 , then for each u2 ∈ Uk

(u1 · (1− x2)) (u2 · x2) = 1
2 (u2 · x2) < 1

2
(
u2 · yk

)
=
(
u1 ·

(
1− yk

)) (
u2 · yk

)
.

The claim follows from the continuity. �

Let u (u2) =
´
uπ (du|u2) be the expected preference of a player 2 with signal s = u2.

Claim 3. For each u2, U2 (x2, u2) ≥ maxx∈W (x2) x2 · u (u2) .

Proof. This comes from the fact that due to Lemma 1, for each x ∈ intW (x2), an offer
x1 = 1− x would be accepted in equilibrium (as the various limits converge). �
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Finally, the claims imply that for each x2, the limit of the expected payoffs of player
2 who chooses offer x2 is not larger than

≤ 1
2 − εmin

k

ˆ
u∈Uk

C (u2) ρ (du) < 1
2 .

Appendix C. Proofs of Section 4

C.1. Proof of Lemma 1. The proof is divided into the following parts. First, we
re-normalize the space of the preference types of player i, which is going to allow to
tie the strength of player i to the behavior of certain convex function. Next, we show
that the concession behavior of player i is sorted by the strength. Third, we establish
late game bounds. Finally, we conclude the proof of the Lemma.

C.1.1. Re-normalization. For each u ∈ U , ρ (u) = 1
u·x∗i

u. Function ρ projects U onto the
affine plane U ′ = ρ (x∗i )+I0, where I0 =

{
u ∈ RN : x∗i · u = 0

}
. Because infu∈Ui u ·x∗i >

0, ρ is an homeomorphism between Ui and U ′i = ρ (Ui) ⊆ U ′.
For each u′ ∈ U ′,let π′ (u′) = π (ρ−1 (u′)) dγ

du
(ρ−1 (u′)) let be the induced density on

Ui′. Notice that that π′ is Lipschitz on UI ′. Let

πmin := infu∈Ui′π′ (u) > 0,

πmax := sup
u∈Ui′i

π′ (u) <∞.

For each u′ ∈ Ui, let

h′ (u′) = max
x∈m∗−i

u′ · (x− x∗i ) ,

xu′ = arg max
x∈m∗−i

u′ · x = arg max
x∈m∗−i

ρ−1 (u′) · x

We have the following result:

Lemma 7. Function h′ is convex, hence it is continuous and has a derivative Dh′ (u) :
I0 → R for almost all u ∈ U ′. Moreover, for almost all u ∈ Ui′ and v ∈ U ′,

v · (x′u − x′0) = h′ (u) +Dh′ (u) · (v − u) .

For each u ∈ Ui, each t ∈ T−i, the strength of i ’s types does not depend on t, and

Sσi (u, t) = 1
κ∗i

1
h′ (ρ (u)) + 1 .
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Proof. Define function h∗ : RN → Rby h∗ (u) = maxx∈m∗−i u · (x− x
∗
i ). Then h∗|Ui′ = h′

and Dh∗ (u) |I0 = Dh′ (u). Function h∗, hence h′, are convex by standard arguments.
Because h∗ is homogeneous of degree 1, for each u ∈ UI , we have

(Dh∗ (u)) · u = h∗ (u) = h′ (u) .

By the Envelope Theorem, we have x′u − x∗i = Dh∗ (u). Hence,

v · (x′u − x∗i ) = v · (Dh∗ (u))

= (Dh∗ (u)) · u+ (Dh∗ (u)) · (v − u)

= h′ (u) + (Dh (u)) · (v − u) ,

where the last equality follows from the fact that u, v ∈ U ′. �

For each u ∈ Ui, notice that

Sσi (u, t) = u · (1− x−i)
maxx∈m∗−i u · x

= 1
κ∗i

u · x∗i
maxx∈m∗−i u · x

= 1
κ∗i

1
maxx∈m∗−i ρ (u) · x

= 1
κ∗i

1
h′ (ρ (u′)) + 1 ,

hence, the strength of the re-nomoralized type can be factorized through the value of
function h′.

In the rest of the proof of Lemma 1, we only use the re-normalized preferences.
To save on notational clutter, from now on, we drop the primes from all subsequent
notation.

In what follows, we use the following two facts about the convex functions. Let λ be
the Lebesgue measure on U

Lemma 8. For each η > 0, we have

λ {u : h (u) = η} = 0,

λ {u : h (u) ≤ η} ≤ 2N−1λ
{
u : h (u) ≤ 1

2η
}
.

C.1.2. Sorting. Lemma 5 implies that the stopping time of different types can be or-
dered by the strength in the following sense: σi (u) < σi (u′) implies that Si (u) <
Si (u′). Here, we show that the equilibrium is essentially unique.
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Lemma 9. Suppose that Ui is convex and that the measure πi has a density on Ui
with respect to the Lebesgue measure. Then, there exists a strictly decreasing sequence
ηt0i > ηt0i+2.... > ηT 0

i
= 0 such that in each equilibrium σ, hi (u) ∈ (ηt−2, ηt) iff σi (u) = t,

and if h (u) = 0 then σi (u) ≥ T 0
i . (Here, we take ηt0i−2 = ∞. ). Moreover, if

µ (h−1 (0)) = 0, then T 0
i = T ∗i .

Proof. By Lemma 5, if t is a best response of type u, and t′ is a best response of
type u′ such that h (u) > h (u′), then t ≤ t′. Thus, for any two types u, u′ such that
h (u) , h (u′) > 0 if the two types share t 6= t′as their best responses, it must be that
h (u) = h (u′). However, by Lemma 8, the set of types with the same value of function
h index has a measure 0. Let ηt = sup {h (u) : t ∈ σ (u)}. For each u st. h (u) > ηt, t
is not a best response. The claim follows. �

Using the notation from section A, we have

fσi (t) = µ
(
h−1 [ηt, ηt−2]

)
, and pσi (t) = µ (h−1 [ηt, ηt−2])

µ (h−1 [nt−2, 0]) .

We take ηt = 0 for each t > T 0
i and t ∈ Ti. The above proof implies that types

u ∈ h−1 (ηt) are indifferent between stopping in period t and t + 2. By Lemma 3, for
each t ∈ T−i, and t0i < t < T ∗i

pσi (t) = 1− e−2∆

e−∆ κ∗i
1

1
ηt+1 − κ

∗
i e−∆ .

C.1.3. Late game bounds I. Let T ηi = min {t ∈ Ti : ηt ≤ η}. Let |x|+ = max (x, 0). Let
ζ1 > 0 be small enough so that

αmin := inf
u:h(u)≤ζ1

∥∥∥u∗−i − u∥∥∥ > 0.

Lemma 10. Suppose that h
(
u∗−i

)
> 0. There exists constant C0 <∞ and ζ > 0 such

that for each η ≤ ζ, all t1, t2 ∈ Ti such that Tη ≤ t1 < t2 < T ∗,σ−i ,∑
t∈Ti:t1<t≤t2

∣∣∣u∗−i · (wσ−i (t)− (1− x∗i )
)∣∣∣

+
fσ (t) ≤ C0η (F σ (t)− λ) .

The Lemma has two separate proofs depending on the value of h
(
u∗−i

)
.
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Case h
(
u∗−i

)
> 0.

Proof. By Lemma 7, for each t ∈ Ti, we have

u∗−i ·
(
wσ−i (t)− (1− x∗i )

)
fσ (t)

=
ˆ

u:ηt≤h(u)<ηt−2

u∗−i · (x∗i − xu) π (u) du

=−
ˆ

u:ηt≤h(u)<ηt−2

h (u) f (u) du−
ˆ

u:ηt≤h(u)<ηt−2

Dh (u) ·
(
u∗−i − u

)
π (u) du

≤
ˆ

u:ηt≤h(u)<ηt−2

Dh (u) ·
(
u− u∗−i

)
π (u) du. (C.1)

To calculate the integral in the last line of (C.1), we switch to polar coordinates with
center at u∗−i. Let SN−2 = {x ∈ I0 : x · x = 1} be the subset of the unit vectors (i.e., the
(N − 2)-dimensional sphere). For each η > 0 and x ∈ SN−2, if infα

(
u∗−i + αx

)
< ηt,

let

αmax (x, t) = sup
{
α : h

(
u∗−i + αx

)
≤ ηt

}
,

αmin (x, t) = inf
{
α : h

(
u∗−i + αx

)
≤ ηt

}
.

Otherwise, let αm.. (x, t) = am.. (x, t− 2). Finally, let

α (x, t) = αmax (x, t)− αmin (x, t) .

Then, due to the convexity of function h, we have

{u : ηt−2 ≤ h (u) < ηt}

=
⋃

x∈SN−2

{
u∗−i + αx : αmin (x, t− 2) ≥ α ≥ αmin (x, t) or αmax (x, t) ≤ α ≤ αmin (x, t− 2)

}
.

Let |SN−2|be the Lebesgue measure of the N − 2-dimensional sphere DN−1. Then, the
integral in the last line of (C.1) is equal toˆ

u:ηt≤h(u)<ηt−2

(
(Dh (u))

(
u− u∗−i

))
π (u) du (C.2)

= 1
|SN−2|

ˆ

SN−2

 ´ αmin(x,t)
αmin(x,t−2)

(
Dh

(
u∗−i + αx

)
· αx

)
π
(
u∗−i + αx

)
αN−2dα

+
´ αmax(x,t−2)
αmax(x,t)

(
Dh

(
u∗−i + αx

)
· αx

)
π
(
u∗−i + αx

)
αN−2dα

 dx.
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Let g (α, x) = αN−1π
(
u∗−i + αx

)
. Then, function g is Lipschitz in α with constant

K0. The above is bounded by

≤ 1
|SN−2|

ˆ

x∈D1

g (αmax (x, t− 2) , x)
 ´ αmin(x,t)

αmin(x,t−2)

(
Dh

(
u∗−i + αx

)
· x
)
dα

+
´ αmax(x,t−2)
αmax(x,t)

(
Dh

(
u∗−i + αx

)
· x
)
dα

 dx
(C.3)

+ 1
|SN−2|

ˆ

x∈D1

K0α (x, t− 2)
 ´ αmin(x,t)

αmin(x,t−2)

∣∣∣Dh (u∗−i + αx
)
· x
∣∣∣ dα

+
´ αmax(x,t−2)
αmax(x,t)

∣∣∣Dh (u∗−i + αx
)
· x
∣∣∣ dα

 dx.
We show that the first term is smaller or equal to 0. Notice that if αmax (x, η) > 0,

then

h
(
u∗−i + αmax (x, t)x

)
≤ ηt,

and if the inequality is strict, then u∗−i + αmax (x, t)x ∈ bdUi, and

h
(
u∗−i + αmax (x, t)x

)
= h

(
u∗−i + αmax (x, t− 2)x

)
< ηt.

In particular,

h
(
u∗−i + αmax (x, t− 2)x

)
− h

(
u∗−i + αmax (x, t)x

)
≤ ηt−2 − ηt.

On the other hand, because h is convex (hence, continuous) and h
(
u∗−i

)
≥ ηt−2, the

continuity implies that

h
(
u∗−i + αmin (x, t− 2)x

)
= ηt−2.

Hence, the integral in the first line of (C.3) is equal to

=
ˆ

x∈D1

g (αmax (x, t− 2) , x)
 h

(
u∗−i + αmin (x, t)x

)
− h

(
u∗−i + αmin (x, t− 2)x

)
+h

(
u∗−i + αmax (x, t− 2)x

)
− h

(
u∗−i + αmax (x, t)x

)  dx
≤
ˆ

x∈D1

g (αmax (x, t− 2) , x) (ηt − ηt−2 + ηt−2 − ηt) dx = 0.
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Summing over the bounds (C.2) and (C.3), we obtain∑
t∈Ti:t1<t≤t2

∣∣∣u∗−i · (wσ−i (t)− (1− x∗i )
)∣∣∣

+
fσ (t)

≤ K0

|SN−2|

ˆ

x∈D1

α (x, t1)
∑

t∈Ti:t1<t≤t2

 ´ αmin(x,t)
αmin(x,t−2)

∣∣∣Dh (u∗−i + αx
)
· x
∣∣∣ dα

+
´ αmax(x,t−2)
αmax(x,t)

∣∣∣Dh (u∗−i + αx
)
· x
∣∣∣ dα

 dx

≤ K0

|SN−2|

ˆ

x∈D1

α (x, t1)


αmax(x,t1)ˆ

αmin(x,t1)

∣∣∣Dh (u∗−i + αx
)
· x
∣∣∣ dα

 dx.
Because function h is convex and that 0 ≤ h

(
u∗−i + αx

)
≤ ηt1 for each α ∈ [αmin (x, t1) , αmax (x, t1)],

we have the integral in the brackets is not larger than 2ηt1 . Hence, the above is bounded
by

≤ 2K0

|SN−2|
ηt1

ˆ

x∈D1

α (x, ηt1) dx

≤ 2K0

|SN−2|
1

πminα
N−2
min

ηt1

ˆ

x∈D1


αmax(x,η)ˆ

αmin(x,η)

αN−2π
(
u∗−i + αx

)
dα

 dx
= 2K0

|SN−2|
1

πminα
N−2
min

ηt1

ˆ

h(u)<ηt

π (u) du

≤ 2K0

|SN−2|
1

πminα
N−2
min

ηt1 (F σ (t1)− λ) .

�

Case h
(
u∗−i

)
> 0.

Proof. Let αmax = sup
{
α : u∗−i + αx ∈ Ui for some x ∈ SN−2

}
. As in the other case,

we show that for each t ∈ Ti,

u∗−i ·
(
wσ−i (t)− (1− x∗i )

)
fσ (t)

≤ 1
|SN−2|

ˆ

SN−2

( ´ α(x,t−2)
α(x,t)

(
Dh

(
u∗−i + αx

)
· αx

)
π
(
u∗−i + αx

)
αN−2dα

)
dx, (C.4)

where
α (x, t) = sup

{
α : h

(
u∗−i + αx

)
≤ ηt

}
,



BARGAINING OVER HETEROGENEOUS GOOD WITH STRUCTURAL UNCERTAINTY 39

and equal to α∗ if the set is empty. Because h is positive, convex and h
(
u∗−i

)
= 0, the

expression inside the integral (C.4) is always positive. Hence,∑
t∈Ti:t1<t≤t2

∣∣∣u∗−i · (wσ−i (t)− (1− x∗i )
)∣∣∣

+
fσ (t) (C.5)

= 1
|SN−2|

ˆ

SN−2

( ´ α(x,t1)
0

(
Dh

(
u∗−i + αx

)
· x
)
π
(
u∗−i + αx

)
αN−1dα

)
dx

≤ 1
|SN−2|

(
π
(
u∗−i

)
+K0α

max
) ˆ
SN−2

( ´ α(x,t1)
0 αN−1

(
Dh

(
u∗−i + αx

)
· x
)
dα

)
dx.

where K0 is the Lipschitz constant associated with density π (.). By integration by
parts,

´ α(x,t1)
0 αN−1

(
Dh

(
u∗−i + αx

)
· x
)
dα

≤ (α (x, t1))N−1 η − (N − 1)
´ α(x,t1)

0 αN−2h
(
u∗−i + αx

)
dα

≤η (α (x, t1))N−1 = η (N − 1)
α(x,t1)ˆ

0

αN−2dα.

Hence, (C.5) is not larger than

≤ 1
|SN−2|

π
(
u∗−i

)
+K0α

max

πmin
(N − 1) η

ˆ

SN−2


α(x,t1)ˆ

0

π
(
u∗−i + αx

)
αN−2dα

 dx

= 1
|SN−2|

π
(
u∗−i

)
+K0α

max

πmin
(N − 1) η (F σ (t1)− λ) .

�

C.1.4. Late game bounds II.

Lemma 11. For each δ > 0, there exists ζδ > 0 such that for each η ≤ ζδ,∑
t∈Ti:T ηi <t≤T

∗,σ
i

pσ (t)
∣∣∣u∗−i · (wσ−i (t)− (1− x∗i )

)∣∣∣
+
≤ δ.

Proof. Inductively, define a sequence: t0 = T ηi , and for each l,

tt = max
(
t > tl−1 : t ∈ Ti, ηt >

1
2ηtl−1

)
.
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The definition implies that ηtl+1 < ηtl , and that ηtl+2 ≤ 1
2ηtl . Hence,

∑
l≥1 ηtl−1 ≤ 2ηt0 ≤

2η.
By Lemma 8, the Lebesgue mass of set

{
u : h (u) ≤ 1

2ηtl−1

}
is at least 2−(N−1) of the

Lebesgue mass of set
{
u : h (u) ≤ ηtl−1

}
. It follows that

F σ (tl−1)
F σ (tl)

≤
πmax

∣∣∣{u : h (u) ≤ 1
2ηtl−1

}∣∣∣
πmin

∣∣∣{u : h (u) ≤ ηtl−1

}∣∣∣ ≤ πmin

2N−1πmax
.

Using the above bound and Lemma 10, we obtain for each l ≥ 1,∑
t∈Ti:tl−1<t≤tl

pσ (t)
∣∣∣u∗−i · (wσ−i (t)− (1− x∗i )

)∣∣∣
+

≤ 1
F (tl−1)

∑
t∈Ti:tl−1<t≤tl

F σ (tl−1)
F σ (t)

∣∣∣u∗−i · (wσ−i (t)− (1− x∗i )
)∣∣∣

+
fσ (t)

≤2N−1πmax

πmin

1
F (tl−1)

∑
t∈Ti:tl−1<t≤tl

∣∣∣u∗−i · (wσ−i (t)− (1− x∗i )
)∣∣∣

+
fσ (t)

≤2Nπmax

πmin
C0
′ηtl−1 .

Hence, ∑
t∈Ti:Tη<t≤T ∗,σi

∣∣∣u∗−i · (wσ−i (t)− (1− x∗i )
)∣∣∣

+

≤
∑
l≥1

∑
t∈Ti:tl−1<t≤tl

∣∣∣u∗−i · (wσ−i (t)− (1− x∗i )
)∣∣∣

+

≤2Nπmax

πmin
C0
′∑
l≥1

ηtl−1 ≤
2N+1πmax

πmin
C0
′η.

Take ζδ =
(

2N+1πmax
πmin

C0
′
)−1

δ. �

C.1.5. Late game bounds III. Notice that the assumptions imply that

D0 = u∗−i · (1− x∗i )− u∗−i · x−i > 0.

Then,

p∗i = 1− e−2∆

e−∆
1

u∗−i·(1−x∗i )
u∗−i·x−i

− e−∆
> 0. (C.6)
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Lemma 12. For each δ > 0, there exists ζδ > 0 such that for each η ≤ ζδ,∏
t∈Ti:T ηi <t≤T

∗,σ
i

(1− pσ (t)) ≤ (1− p∗i )
1
2(T ∗,σi −T ηi ) exp (δ) .

Proof. If t ∈ Ti and t < T ∗,σ−i , player −i must be indifferent between yielding in periods
t− 1 and t+ 1 (see Lemma 4). By Lemma 3,

pσ (t) =1− e−2∆

e−∆
1

S−i (u∗−i, t)− e−∆

=1− e−2∆

e−∆
1

u∗−i·w
σ
−i(t)

u∗−i·x−i
− e−∆

≥1− e−2∆

e−∆
1

u∗−i·(1−x∗i )
u∗−i·x−i

− e−∆ + |
u∗−i·(wσ−i(t)−(1−x∗i ))|+

u∗−i·x−i

.

Using the definition of p∗i from (C.6), after some calculations, we obtain

1− pσ (t)
1− p∗ ≤ 1 + 1

D0 − (e∆ − 1)u∗−i · x−i
pσ (t)

∣∣∣u∗−i · (wσ−i (t)− (1− x∗i )
)∣∣∣

+

≤ 1 + 2
D0

pσ (t)
∣∣∣u∗−i · (wσ−i (t)− (1− x∗i )

)∣∣∣
+

for ∆ > 0 small enough.
Thus,

∏
t∈Ti:T ηi <t≤T

∗,σ
i

(1− pσ (t)) ≤ (1− p∗i )
1
2(T ∗,σi −T ηi ) ∏

t∈Ti:T ηi <t≤T
∗,σ
i

1− pσ (t)
1− p∗i

.

By Lemma 11, if η ≤ ζD0
2 δ
,

∏
t∈Ti:T ηi <t≤T

∗,σ
i

1− pσ (t)
1− p∗i

≤
∏

t∈Ti:T ηi <t≤T
∗,σ
i

(
1 + 2

D0
pσ (t)

∣∣∣u∗−i · (wσ−i (t)− (1− x∗i )
)∣∣∣

+

)

≤ exp

 2
D0

∑
t∈Ti:T ηi <t≤T

∗,σ
i

pσ (t)
∣∣∣u∗−i · (wσ−i (t)− (1− x∗i )

)∣∣∣
+


≤ exp (δ) .

�
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C.1.6. Proof of Lemma 1. The proof follows the same lines as the proof of Lemma 1.
The assumptions imply that that S∗i > S∗−i > 1. Let ζ0 = 1

2

(
S∗i − S∗−i

)
. For each type

u ∈ U−i, each t ∈ Ti st. t < T ∗,σ−i , we have

Sσ−i (u, t) ≤ Smax
−i :=

supu∈U−i u · 1
infu∈U−i u · (1− y0) .

(Note that the numerator is not necessarily equal to 1 because of the re-normalization.)
Assume that η ≤ min (ζ0, ζ1), where ζ1 comes from Lemma 12. Let qi = Pi (S∗i − η) > 0.
Let

x = S∗−i − 1
S∗i − η − 1 < 1.

In the rest of the proof, we divide the time of the game into three zones:

• Early game: By Lemma 6, for each δ > 0, there exists ε > 0, ∆0 > 0, and T0

such that either (a) F σ
−i (t) ≤ δ, or (b) σTi (u) ≤ T0 for all types u ∈ Ui such

that Si (u) ≤ 1 + ε. If (a), the thesis of the Lemma holds. On the contrary,
from now on, assume (b) and F σ

−i (T0) ≤ δ. Let

y = max
(

1, 2S
∗
−i − 1
ε

)
,

and we find ∆∗ ≤ ∆0 such that ∆ ≤ ∆∗, we have

1− 1− e−2∆

e−∆
1
ε

= 1− 1
2
S∗−i − 1
S∗−i − e−∆y

1− e−2∆

e−∆
1

S∗−i − e−∆ ≥
(

1− 1− e−2∆

e−∆
1

S∗−i − e−∆

)y
.

(C.7)
• Middle game: T0 ≤ t < T ηi . In the middle game, Si (t) ≥ 1 + ε for t ∈ Ti and
S−i (t) ≤ Smax

−i for t ∈ T−i. By Lemma 3, we have

pσi (t) ≥ 1− e−2∆

e−∆
1

Smax
−i − e−∆ , and p

σ
−i (t) ≤

1− e−2∆

e−∆
1
ε
.

Then, inequality (C.7) implies that

1− pσ−i (t) ≥
(

1− 1− e−2∆

e−∆
1

S∗−i − e−∆

)y
. (C.8)

• Late game: T ηi ≤ t < T ∗. By Lemma 12,∏
t∈Ti:T ηi <t≤T

∗,σ
i

(1− pσi (t)) ≤
∏

t∈Ti:T ηi <t≤T
∗,σ
i

(1− p∗i ) e.
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Moreover, the choice of x and the fact that x < 1 implies that

1− pσ−i (t) ≥ 1− S∗−i − e−∆

S∗i − η − e−∆p
∗
i ≥ 1− xp∗i ≥ (1− p∗i )

x .

where the last inequality holds for sufficiently small ∆ (hence, sufficiently small
1− e−2∆).

Notice that for each player l and each t, λ = F σ
l (T ∗) = F σ

l (t)∏s∈Tl:t≤s≤T ∗ (1− pσl (s)).
The late game estimates imply that

F σ
−i (T

η
i ) = λ∏

s∈T−i:T ηi ≤s≤T ∗ (1− pσ−i (s))
≤ λ∏

s∈T−i:T ηi ≤s≤T ∗ (1− p∗i )
x = λ1−x (F σ

i (T ηi ))x ex.

Further,

F σ
−i (T0)

F σ
−i (T

η
i ) = 1∏

s∈T−i:T0≤s≤T (1− pσ−i (s))
≤

∏
s∈T−i:T0≤s≤T

(
1− 1− e−2∆

e−∆
1

S∗−i − e−∆

)−y

≤
(
F σ
i (T0)

F σ
i (T ηi )

)y
≤ (F σ

i (T ηi ))−y ,

Together, we obtain,

F σ
−i (T0) ≤ λ1−x (F σ

i (T ηi ))x−y ≤ λ1−xqx−yex

where the last inequality comes from the fact that F σ
i (T ηi ) ≥ q. If λ is sufficiently

small, we obtain the contradiction with F σ
−i (T0) ≥ δ.

C.2. Proof of Lemma 2. Let X−i = arg maxx∈mi u∗−i · x−i be the set of optimal
choices of player −i. Let υ−i = maxx∈mi u∗−i · x−i ≤ 1

2 − η be −i’s optimal payoff from
concession. Assume that ε is small enough that 1

2

(
1
2 − ε

)
>
(

1
2 − η

) (
1
2 + η

)
.

For each v, let X (v) =
{
x ∈ X : u∗−i · x ≤ 1− v

}
be the set of player i’s allocations

of player i that leave −i’s payoff at least v. (To see this, recall that if x is allocation of
i, then the payoff of −i is u∗−i · (1− x) = 1−u∗−i ·x.) Notice that 1−X−i ⊆ X (υ−i) ⊆
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1−υ−i
1/2 X

(
1
2

)
. Then, for each ui ∈ Ui

max
x∈X−i

ui · (1− xi) ≤ max
x∈X−i(υ−i)

ui · x ≤ max
x∈ 1−υ−i

1/2 X−i( 1
2)
ui · x

= 1− υ−i
1/2 max

x∈X−i( 1
2)
ui · x

= 1− υ−i
1/2 max

x∈m1/2
−i

ui · x.

The inequality implies that for each t ∈ T−i, and each ui ∈ Ui,

Si (ui) ≤
maxx∈X−i ui · (1− x)

maxx∈mi u∗−i · x
≤ 1− υ−i

1/2 .

Additionally, for each t ∈ Ti

Sσ−i (u∗i , t) ≥ min
ui∈Ui

minxi∈arg maxx∈m−i ui·x ui · (1− xi)
maxx∈mi u∗−i · x

≥
1
2 − ε
υ−i

>
1− υ−i

1/2 ,

where the last inequality comes from By Lemma 3, in each period, the concession rate
of player i is strictly smaller than the concession rate of player −i

pσi (t) ≤ p∆
i = 1− e−2∆

e−∆
1

1
2−ε
υ−i
− e−∆

< p∆
−i = 1− e−2∆

e−∆
1

1
2
υ−i
− e−∆

≤ pσ−i (t) .

It follows from the standard arguments (see for instance the proof of Lemma 1) that

F σ
i (t0i + 2)

F σ
−i (t0−i + 2) =

λ/
∏
t∈Ti:t0i≤t≤T

∗
i

(1− pσi (t))
λ/
∏
t∈T−i:t0−i≤t≤T

∗
−i

(1− pσ−i (t))
<

(
1− p∆

−i
1− p∆

i

) 1
2T
∗

→ 0,

as T ∗ → ∞. Similar arguments to those used in the proof of Lemma 1 show that T ∗

is arbitrarily large if ∆ and λ are small. Thus, for sufficiently small ∆ and λ, fσi (ti) is
arbitrarily close to 1.

C.3. Proof of Theorem 3. Consider first the case when i = 2. Suppose first that
player −i proposes a menu m1/2. Then, by Lemma 2, if player i counteroffer leaves
player −i with payoffs significantly less than 1

2 , then player i concedes quickly, which
leads to payoffs (4.4). Otherwise, if player −i is counter-offered at least 1

2 , any such
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offer cannot lead to higher payoffs than maxx∈m1/2 ui · x for player i. Hence, payoffs
(4.4) are the only outcome of the subgame.

Further, if player −i proposes a menu that strictly includes m1/2, then, as long as it
makes a difference, i.e., if any type of player i picks an allocation from the menu that
does not belong to m1/2, such an allocation leads to payoffs that are lower than 1

2 for
player −i.

Finally, the case when player −i proposes a completed menu that does not contain
m1/2 is discussed in the text.

The case i = 2 is described in the main body of the paper. Here, we discuss the case
i = 1. Observe first that by choosing menu mi = {x−i} such that u∗−i · x−i ≥ 1

2 ,player
i with signal ui ensures payoff ui · (1− x−i). This is because the same argument as in
the main body of the text imply that any counteroffer menu of player −i that does not
include 1−x−i is going to make player −i weaker, and the loser in the war of attrition
(by Lemma 1). Hence, player i can ensure the payoffs at least (4.4).

Alternatively, any menu mi that is strictly separated from m1/2 can be counter-
offered with m1/2. In such a case, Lemma 2 shows that player i is going to concede in
the continuation game, which leads to payoffs (4.4).To sum up, player −i can ensure
the payoff of 1

2 , and player i, of maxx∈m1/2 ui · x. This concludes the proof of the
Theorem.

Appendix D. Proof of Proposition 1

As we discuss in the main body of the paper, the equilibrium has three phases. We
start the discussion from the last phase. Let F k

j (t) denote the probability that type
ukj survives till period t.

(1) War of attrition with one sides active. For each period t ∈ Tj such that t1i <
t < T ∗j , the two remaining types uv−i and uci concede at constant rates that
make the opponent type indifferent between conceding and waiting. One can
calculate using Lemma 3 that the concession rates are equal to ,

p2
i =

(
e∆ − e−∆

) 1
1
b
− e−∆ and p2

−i =
(
e∆ − e−∆

) 1
1
a
− e−∆ .

where the approximation is when ∆ → 0. Here, 1
b
is the strength of type uv−i

facing uci (winning payoff is 1 and the concession payoff is b); analogously, 1
a
is

the strength of type uci facing uv−i. The concession rate of player −i is higher.
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The phase ends when the strategic types fully reveal themselves.
Importantly, the two concession rates are too slow for the other two types (uvi
and uc−i)

p2
i <

(
e∆ − e−∆

) 1
1−a
a
− e−∆ and p2

−i <
(
e∆ − e−∆

) 1
1−b
b
− e−∆ ;

each of them would prefer to concede immediately. (To see it, notice that type
uc−i winning payoff against uci is equal to 1 − a. Hence, the strength of uc−i
is equal to 1−a

a
. ) This ensures that none of those two types has a profitable

deviation to reach the third phase. We have

F−i
(
t1−i + 1

)
= F v

−i

(
t1−i + 1

)
=
(
1− p2

−i

)− 1
2(T ∗−t1i )

λ− λ,

Fi
(
t1i + 1

)
= F c

i

(
t1i + 1

)
=
(
1− p2

i

)− 1
2(T ∗−t1i )

λ− λ,

When ∆→ 0, this is approximately equal to

Fj
(
t1j + 1

)
+ λ ≈ e−γ2

j (T ∗−t1j)∆λv.

where γ2
i = b

1−b <
a
a−1 = γ2

−i.
(2) War of attrition with both sides active. For each period t ∈ Tj such that

t0i < t < t1j , the average concession allocation of player j conditionally on the
concession is equal to

wj = α (1, 1− b) + (1− α) (1− a, 1)

=
(

1
2 + 1

2a
1− b
b

,
1
2 + 1

2b
1− a
a

)
, where

α = 1
2 + 1

2

(1
b
− 1
a

)
.

By Lemma 3,

p1 =
(
e∆ − e−∆

) 1
1
2a + 1

2b −
1
2 − e−∆ .

(Note that 1
2a + 1

2b −
1
2 = w

(c)
j

a
= w

(v)
j

b
is equal to the strength of type ucj and/or

uvj who wins with allocation wj.) In order to ensure that the average concession
allocation is equal to wj, the types must concede with probability p1

j

(
uk
)

=
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αkp1, where

αk =

α, if k = v,

1− α, if k = c.

Hence,

Fj
(
t0j + 1

)
+ λ =

(
1− p1

)− 1
2(t1j−t0j)

λ
(
Fj
(
t0j + 1

)
+ λ

)
≈ e−

1
2γ

1(t1j−t0j)∆− 1
2γ

2
j (T ∗−t1j)∆λ. (D.1)

Moreover, because F k
j (t) = F k

j (t− 2)− αkp1Fj (t), it is easy to check that for
each t > t0j ,

F k
j (t− 2)
Fj (t− 2) − α

k
(
1− p1

)
= 1

1− p1

(
F k
j (t)
Fj (t) − α

k
(
1− p1

))
.

Hence,

F k
j (t0i + 1)
Fj (t0i + 1) =αk

(
1− p1

)(
1−

(
1− p1

)− 1
2(t1j−t0j)−O(1)

)

+
(
1− p1

)− 1
2(t1j−t0j)−O(1) F k

j

(
t1j
)

Fj
(
t1j
) ,

where O (1) ≤ 1. If we take γ1 = 2
1
a

+ 1
b
−3 , the latter is approximately equal to

F k
j (t0i + 1)
Fj (t0i + 1) ≈ αk

(
1− e−γ1(t1j−t0j)∆

)
+ e−γ1(t1j−t0j)∆1(k,j)∈{(c,i),(v,−i)}. (D.2)

(3) Atom concession. In its first period t0i , each type uki of player i concedes with
probability 1 − F k

i (t0i + 1). If t0i = 2, then player −i does not concede in her
first period t0−i = 1.

Let X1 =
(
t1j − t0j

)
∆ and X2 =

(
T ∗ − t1j

)
∆ for some j (neither of the two quantities

depends on j but for more that O (∆)). It follows from (D.2) implies that

π
(
uc−i

)
≈ αc

(
1− e−X2)

.

Hence, (D.2) allows to determine X2 if π
(
uc−i

)
≤ 1 − π∗ and π∗ > α. Further, (D.1)

implies that

X1 ≈ −2 1
γ1 logλ−

1
γ1γ

2
−iX

2.
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This makes sure that the probabilities add up for player −i. For player −i, let ρ =
γ2
i /γ

2
−i < 1. Then, (D.1) implies that

Fi
(
t0i + 1

)
+ λ ≈ e− 1

2γ
1X1e− 1

2γ
2
iX

2
λ

≈ e− 1
2γ

1X1 (e− 1
2γ

2
−iX

2
λ
)ρ
λ1−ρ (D.3)

≈ e− 1
2γ

1X1(1−ρ)λ1−ρ,

where in the last equality we used the fact that e− 1
2γ

1X1e− 1
2γ

2
−iX

2
λ = 1. Hence, for

appropriately small λ, Fi (t0i + 1) < mink πi
(
uki
)
. This verifies that the probabilities

add up for player i as well.

Appendix E. Proof of Theorem 4

E.1. Outline of the argument. In this subsection, we describe the main structure
of the argument, with notation and key steps. The proofs of the key lemmas can be
found in the rest of the section.

E.1.1. Menus. In the first step, we describe the notation related to the linear menus.
For each player i, define two extreme allocations in menu −i: for each k = 1, 2, let

yki =


(
v−i
ψi kth coordinate

, 0−kth coordinate
)
, if ψi ≥ v−i,(

1kth coordinate,
v−i−ψi
ψi −kth coordinate

)
otherwise.

Then, yki ∈ m−i for each i and k and

bdm−i = con
{
y1
i , y

2
i

}
be the outer boundary of menu m−i. Let

Uki =
{
u ∈ Ui : arg max

x∈m−i
u · x =

{
yki
}}

be the set of player i types for whom yki is their optimal choice. Then, Ui = U1
i ∪{ψi}∪

U2
i .

For each allocation, we define projections on the menu boundary. For each player i,
each side k, and each allocation x 6= 0, let P k

i x,R
k
−ix ≥ 0 be uniquely defined by∑

k

(
P k
i x
)

= 1 and
∑
k

(
P k
i x
)
yki = αx for some α > 0,

∑
k

(
Rk
−ix

)
= 1 and

∑
k

(
Rk
−ix

) (
1− yk−i

)
= αx for some α > 0.
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m−i

y2
i

y1
i

mi

y1
−i

y2
−i

0i

1i

x1

x2

x

Pix

R−ix

Figure E.1

Let
Pix =

∑
k

(
P k
i x
)
yki and R−ix =

∑
k

(
Rk
−ix

) (
1− yk−i

)
.

Then, P k
i x is the “k “ th coordinate of the projection of x on the boundary of menu

m−i; Rk
i x is the “k “ th coordinate of the projection of x on the line containing the

boundary of menu mi (expressed as allocations of player i). See the left panel of Figure
E.1

E.1.2. Sorting. Next, we show that the equilibrium types can be partially sorted.

Lemma 13. For each equilibrium σ′, there exists an equilibrium σ with exactly the
same payoffs, T ∗,σi = T ∗,σ

′

i for each i, and such that for each player i and each k =
1, 2, there exists monotonic sequences (−1)k ηki (t) ≥ (−1)k ηki (t+ 2) , t ∈ Ti, such that
ηki (T ∗,σi ) = ψ

(1)
i and for each u,

σ (u) = t and σMi = yki and iff
(
u(2) − ψ(2)

i

)
∈
[
ηki (t+ 2) , ηki (t)

)
.

From now on, we assume that the equilibrium satisfies the thesis of the Lemma.
Define a vector

γ = (−1, 1) ∈ R2. (E.1)
Then, uki (t) := ψi + ηki (t) γ ∈ Uki is the unique type u such that ηki (t) = u(2) − ψ(2)

i .
By the Lemma, uki (t) is the “highest” type to yield in period t among the types who
choose yki . We also take ηki (t) = 0 for each t > T ∗.
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E.1.3. Notation. For each function f : Ti → R,we write

∆f (t) = f (t)− f (t+ 2) .

We use the sorting properties to rewrite the definitions from Appendix A.1. For each
η, let

F (η) =
∑
k

π
{
u : (−1)k

(
u(2) − ψ(2)

i

)
≥ (−1)k ηki

}
be the mass of the types that are“higher” than η. By assumptions, F is differentiable,
and its derivative is Lipschitz continuous with constant K <∞. Let

f ∗ = dF

dη
(0) > 0.

For each player i, each t ∈ Ti, t ≤ T ∗,σi , each k, let

F k
i (t) = (−1)k

(
F
(
ηki (t)

)
− F (0)

)
and Qk

i (t) = ∆F k
i (t)∑

l ∆F l
i (t) .

Using this notation, we can rewrite the conditional probability of yielding in period t
as

pσ (t) =
∑
k ∆F k

i (t)∑
k F

k
i (t) + λ

,

and the win outcomes of player −i as

w−i (t) =
∑
k

Qk
i (t)

(
1− yki

)
, and

y−i (t) = e−∆pσ (t)
e−2∆pσ (t) + (1− e−2∆)

∑
k

Qk
i (t)

(
1− yki

)
.

E.1.4. Best response properties. Next, we provide a characterization of the best re-
sponse concession thresholds. For each t ∈ Ti, t ≤ T ∗,σ define xi (t) ∈ X to be the
unique allocation such that, if offered in period t,it would make each of the types uki (t)
indifferent to yielding:

uki (t) ·
(
xi (t)− yki

)
= 0 for each k. (E.2)

We refer to xi (t) as the indifference point of player i.
We say that player i is active on side k in period t ∈ Ti if ηki (t) > ηki (t+ 2). Because

of Lemma 4, in each period before T ∗(with a possible exception of the first one), each
player must be active on at least one side.
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Lemma 14. If player i is active on side k in period t, then, it must be that

uki (t+ 2) ·
(
yi (t+ 1)− yki

)
≤ 0, and

uki (t) ·
(
yi (t− 1)− yki

)
≥ 0.

If player i is active on both sides in periods t and t− 2, then

yi (t− 1) = xi (t) . (E.3)

Proof. A straightforward corollary to Lemma 3. �

E.1.5. Late game: Estimates. We being the analysis of the late game. For each i and
each η, define

T ηi = max
{
t :
∑
k

ηki (t) ≥ η

}
and let T η = maxi T ηi . We refer to periods t > T as the late game. If η is small, all the
remaining types in the late game are very close to ψi. The equilibrium behavior has
many natural approximations. For each t ∈ Ti, let

P k
i (t) = ηki (t)∑

l η
l
i (t) and Qk

i (t) = ∆ηki (t)∑
l ∆ηli (t) .

We have a simple observation: for each t,

∆P k
i (t) =

∑
l ∆ηli (t)∑
l η

l
i (t)

(
Qk
i (t)− P k

i (t+ 2)
)
. (E.4)

Additionally, we have the following approximations:

Lemma 15. There exists constant C that is independent from λ and β such that if
η ≤ 1

4K , then for each i, k, each t∈ Ti and t > T η,
∣∣∣P k
i xi (t)− P k

i (t)
∣∣∣ ≤ C

(∑
l

F l
i (t)

)
,

∣∣∣∆P k
i xi (t)−∆P k

i (t)
∣∣∣ ≤ C

(∑
l

∆F l
i (t)

)
,

∣∣∣Qk
i (t)−Qk

i (t)
∣∣∣ ≤ C

(∑
l

F l
i (t)

)
,∣∣∣∣∣

∑
l ∆ηli (t)∑
l η

l
i (t) −

∑
l ∆F l

i (t)∑
l F

l
i (t)

∣∣∣∣∣ ≤ C

(∑
l

∆F l
i (t)

)
.
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E.1.6. Late game: both sides active. We use the above estimates to establish the key
technical property of the late game:

Lemma 16. There exists n > 0 that is independent from λ and ∆ and such that, if
λ < 1

4n, then, for each t > T n, each player is active on each side.

Together with Lemma 14, the result implies that for η > 0 sufficiently small, each
t > T η, each player i such that t ∈ Ti, (E.3) holds.

E.1.7. Late game: diagonal. Finally, we show that the win outcome must remain close
to the diagonal. Recall that γ = (−1, 1) is defined in (E.1). Then, |γ · x| measures the
distance of allocation x from the diagonal.

Lemma 17. There exists ∆∗, λ∗ > 0 such that for each δ > 0, there exists ηδ ≤ n such
that for each ∆ ≤ ∆∗, λ ≤ λ∗ for each t > T ηδ , t ∈ Ti,

‖wi (t)− (1− ei (t))‖ ≤ δ.

E.1.8. Proof of Theorem 4. Let ξ = 1
3

(
S∗j − S∗−j

)
> 0 and let

x =
S∗−j + ξ − 1
S∗j − ξ − 1 < 1.

As in the proof of Lemma 1, let Si (t) be defined as the maximum strength of the
type conceding in period t. Then, for each player j, t > T ηδ , t ∈ T−i, we have

Si (t) = max
k

max
η∈[ηki (t+2),ηki (t))

(ψi + ηγ) · wi (t)
(ψi + ηγ) · yki

= max
k

max
η∈[ηki (t+2),ηki (t))

1− α∗−i +
(
(ψi + ηγ) ·

(
wi (t)−

(
1− e∗−i

)))
α∗i + ηγ · yki

.

Hence, by Lemma 17, there exists η∗, λ∗,∆∗ > 0 such that for each η ≤ η∗, η ≤ λ∗,∆ ≤
∆∗, and each t ∈ Tiwe have

Sj (t) ≥ S∗j − ξ,

S−j (t) ≤ S∗−j + ξ.

The rest of the proof follows the same three-zone strategy as the proof of Lemma 1.
We omit the details.
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E.2. Proof of Lemma 13.

Lemma 18. For each k, each allocation x, if u(k) > v(k) for u, v ∈ U ,and either (a)(
yki
)(−k)

= 0, or (b) 1 =
(
yki
)(−k)

and x(−k) ≥
(
yki
)(−k)

≥ 0, we have

u · x
u · yki

≤ v · x
v · yki

.

Proof. Consider case (a).Then

u · x
u · ykl

=

(
1− u(−k)

)
x(k) + u(−k)x(−k)

(1− u(−k))
(
yki
)−k =

(
yki
)−k [

x(k) + α−k

1− α−k y
−k
]

The above expression is increasing in u(−k). Next, suppose that ykl =
(

1, ul−β
k
l

β−k
l

)
. If

y ∈ Yl, then yk ≤ 1and y−k ≥ y−kl . We have

α · y
α · ykl

=
yk − α−k

(
yk − y−k

)
1− α−k

(
1− y−kl

) .

�

Corollary 1. For each equilibrium σ, any two types ψi + ηγ, ψi + η′γ ∈ U and such
that (−1)k η′ ≤ (−1)k η, we have

Sσi (ψi + ηγ, t) ≤ Sσi (ψi + η′γ, t) .

Proof. The result follows from Lemma 18, and the fact that, because yi (t) /∈ intm−i,
we have (yi (t))(−k) ≥

(
yki
)(−k)

. �

We check that the derivative of the above expression with respect to α−k is equal to

=
α−k

[
y−k − y−kl yk

]
(
1− α−k

(
1− y−kl

))2 ≥ 0.

Fix an equilibrium σ. For each player i, each k, choose a monotonic sequence
(−1)k ηki (t) ≥ (−1)k ηki (t+ 2) , t ∈ Ti, such that for each t ∈ Ti,

π
{
β + γη : (−1)k η ∈

[
ηki (t+ 2) , ηki (t)

)}
=
ˆ
Uki
σ (u|t) dπ (u) .
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is equal to the probability that a type in Uki stops in period t in equilibrium σ. Consider
a strategy

σ′ (u) = t and σMi = yki and iff
(
u(2) − ψ(2)

i

)
∈
[
ηki (t+ 2) , ηki (t)

)
.

We going to show that
(
σ′, σM

)
is an equilibrium with the same payoffs. First, notice

that the strategy σ′i of player i leads to the same probabilities of yielding by player i
as well as the same outcomes. It follows that the payoffs of player −i are not affected
by the modification.

Second, we are going to show that t is a best response for each type u = β + γη

such that (−1)k η ∈
(
ηki (t+ 2) , ηki (t)

)
. On the contrary, suppose that t is not a best

response for u. Notice that if the interval is not empty, t is played with strictly positive
probability under strategy σ. Hence, there is some type u′ = β + (−1)k η′γ ∈ Uki for
which t is a best response, u′ 6= u. Suppose that (−1)k η′ > (−1)k η. By Corollary 1
and Lemma 5, the best response of all types v = β+ η′′γ such that (−1)k η′′ ≤ (−1)k η
is strictly larger than t. But this implies that

∑
s∈Ti:s>t

ˆ
Uki
σ (u|s) dπ (u) ≥ π

{
β + γη′′ : (−1)k η′′ ≤ (−1)k η

}
=

∑
s∈Ti:s>t

π
{
β + γη′′ : (−1)k η′′ (−1)k η ∈

[
ηki (s+ 2) , ηki (s)

)}
+ π

{
β + γη′′ : (−1)k η′′ (−1)k η ∈

[
ηki (t+ 2) , η

)}
≥

∑
s∈Ti:s>t

ˆ
Uki
σ (u|t) dπ (u) + π

{
β + γη′′ : (−1)k η′′ (−1)k η ∈

[
ηki (t+ 2) , η

)}
.

>
∑

s∈Ti:s>t

ˆ
Uki
σ (u|t) dπ (u) .

But this leads to a contradiction. A similar contradiction can be found when (−1)k η′ <
(−1)k η . This concludes the proof of the Lemma.

E.3. Proof of Lemma 15. Let αki (t) be such that

xi (t) =
∑
l

αli (t) yli.
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Lemma 19. There exists constants ci, dki > 0 such that ∑l d
l
i = 1, such that if α−ki (t) =

α−ki − d−ki
(∑

l α
l
i (t)− 1

)
, then

(−1)k ηki (t) =
v−i

(∑
l α

l
i (t)− 1

)
ciα
−k
i (t)

,

P k
i xi (t) = α−ki (t) .

Proof. For each k, we have

0 = uki (t)
(
yki − xi (t)

)
=
(
ψi + ηki (t) γ

)
·
((
αki (t)− 1

)
yki + α−ki y−ki

)
=
(∑

l

αli (t)− 1
)
v−i − (−1)k ηki (t)

(
α−ki (t)

(
γ ·
(
y2
i − y1

i

))
− (−1)k

(∑
l

αli (t)− 1
)(

γ · yki
))

Take ci = γ · (y2
i − y1

i ) > 0, and d−ki = (−1)k(γ·yki )
ci

. To see that the latter constants are
positive, notice that (y2

i )
(2)
> (y2

i )
(1) and that (y1

i )
(2)
< (y1

i )
(1). The last equality comes

from the fact that

P k
i xi (t) = (−1)k ηki (t)∑

l (−1)l ηli (t)
= αki (t)∑

l α
l
i (t)

,

and the sum in the denominator of the last expression is equal to ∑l α
l
i (t) = ∑

l α
l
i (t)+(∑

l d
l
i

) (∑
l α

l
i (t)− 1

)
= 1. �

Lemma 20. For each i, k, t, ∑l ∆αli (t) ≥ 0, and there is a constant α∗ > 0 such that
αki (t) , αki (t) ≤ α∗, and∣∣∣∣∣∑

l

αli (t)− 1
∣∣∣∣∣ ∣∣∣∆αki (t)

∣∣∣ ≤ αki (t)
∑
l

∆αli (t) .

Proof. Because space X is compact, there is a constant α∗ > 0 such that αki (t) ≤ α∗

for each k, t. It follows that αki (t) ≤ αki (t) ≤ α∗.
Using Lemma 19, we show that

∑
l

1
(−1)l ηli (t)

= c

v−i

∑
αli (t)−

(∑
l d

l
i

) (∑
αli (t)− 1

)
∑
αli (t)− 1 = c

v−i

( ∑
αli (t)∑

αli (t)− 1 − 1
)
.

Because (−1)−k ηki (t) is increasing with t for each k, the left hand side is decreasing
with t, which implies that the right hand side is decreasing with t, or that ∑αli (t) is
increasing in t.
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By the first claim, for each i and t, there is k such that
∣∣∣∆α−ki (t)

∣∣∣ ≤ ∆αki (t) . Because

(−1)−k η−ki (t) = v−i
ci

∑
l
αli(t)−1

α−ki (t) is increasing in t, we have
∑
l ∆αli (t)

∆αki (t) ≥
∑
l α

l
i (t)− 1

αki (t+ 2) ,

which implies that∣∣∣∆α−ki (t)
∣∣∣ ∣∣∣∣∣∑

l

αli (t)− 1
∣∣∣∣∣ ≤ (∆αki (t)

) ∣∣∣∣∣∑
l

αli (t)− 1
∣∣∣∣∣ ≤ αki (t)

∑
l

∆αli (t)

�

For the next result, recall that f ∗ = dF
dη

(0).

Lemma 21. There exist constants C <∞ (all independent of β and λ) such that for
each i, k, t ∈ T i and t > T η,∣∣∣∣∣∑

l

∆αli (t)− 1
∣∣∣∣∣ ≤ C

∣∣∣∣∣∑
l

(−1)l ∆ηli (t)
∣∣∣∣∣ ≤ C2

∣∣∣∣∣∑
l

∆F l
i (t)

∣∣∣∣∣ ,∣∣∣∣∣∑
l

αli (t)− 1
∣∣∣∣∣ ≤ C

∣∣∣∣∣∑
l

(−1)l ηli (t)
∣∣∣∣∣ ≤ C2

∣∣∣∣∣∑
l

F l
i (t)

∣∣∣∣∣ ,∣∣∣∣∣f ∗ (−1)k ∆ηki (t)
∆F k

i (t) − 1
∣∣∣∣∣ ,
∣∣∣∣∣f ∗ (−1)k ηki (t)

F k
i (t) − 1

∣∣∣∣∣ ≤ C

∣∣∣∣∣∑
l

F l
i (t)

∣∣∣∣∣ ,∣∣∣∣∣f ∗
∑
l (−1)l ∆ηli (t)∑
l ∆F l

i (t) − 1
∣∣∣∣∣ ,
∣∣∣∣∣f ∗

∑
l (−1)l ηli (t)∑
l F

l
i (t) − 1

∣∣∣∣∣ ≤ C

∣∣∣∣∣∑
l

F l
i (t)

∣∣∣∣∣ .
Proof. By Lemma 19,

v−i
ci

(∑
l

αli (t)− 1
)

= ci
v−i

(∑
l

(
(−1)l ηli (t)

)−1
)−1

.

Hence,

v−i
ci

∣∣∣∣∣∑
l

∆αli (t)
∣∣∣∣∣ =

∣∣∣∣∣∑
l

(
(−1)l ηli (t)

)−1
∣∣∣∣∣
−1 ∣∣∣∣∣∑

l

(
(−1)l ηli (t+ 2)

)−1
∣∣∣∣∣
−1 ∣∣∣∣∣∑

l

(−1)l ∆ηli (t)
ηli (t) ηli (t+ 2)

∣∣∣∣∣
=
∑
l

(−1)l αli (t)αli (t+ 2) ∆ηli (t) ≤
∑
l

(−1)l ∆ηli (t) ,

where the last inequality comes from the fact that αli (t) ≤ 1 for each i, , l, t. This shows
the first inequality in the first line.
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Because the increments in F are always positive, and ∑l η
l
i (T

∗,σ
i + 2) = 0, the first

inequality in the second line inequality follows from the above.
The first inequality in the third line follows from the fact that the derivative is

Lipschitz. All the remaining inequalities follow from the first. �

We can proceed with the proof of Lemma 15. The definition of αki (t) as well as 19
Lemma imply that

P k
i xi (t) = αki∑

l α
l
i

and P k
i (t) = αki .

Taking into account that αki (t) = αki (t) + dki (t)
(∑

l α
l
i − 1

)
, we have

P k
i xi (t)− P k

i (t) = αki (t)∑
l α

l
i (t)
− αki (t) = −

(
αki (t)− dki

) ∑
l α

l
i − 1∑
l α

l
i

.

An application of Lemma 21 demonstrates the first estimate in the thesis of Lemma
15.

Second, by Lemma 20,

∣∣∣∆ (
P k
i xi (t)− P k

i (t)
)∣∣∣ ≤ ∣∣∣∆αki (t)

∣∣∣ ∑l α
l
i (t)− 1∑
l α

l
i (t)

+
∣∣∣αki (t)− dki

∣∣∣
∣∣∣∑l ∆αli (t)

∣∣∣∑
l α

l
i (t)

+
∣∣∣αki (t)− dki

∣∣∣
∣∣∣∑l α

l
i (t)− 1

∣∣∣ ∣∣∣∑l ∆αli
∣∣∣(∑

l α
l
i (t)

) (∑
l α

l
i (t+ 2)

)
≤3α∗

∣∣∣∣∣∑
l

∆αli (t)
∣∣∣∣∣ .

Another application of Lemma 21 shows the second estimate in the thesis of Lemma
15.

Third, observe that due to Lemma 21,∣∣∣∣∣∣Q
k
i (t)

Qk
i (t) − 1

∣∣∣∣∣∣ =
∣∣∣∣∣ ∆F k

i (t)
f ∗ (−1)k ∆ηki (t)

f ∗
∑
l η

l
i (t)∑

l ∆F l
i (t) − 1

∣∣∣∣∣ ≤
∣∣∣∣∣1 +K

∑
l (−1)l ηli (t)

1−K∑
l (−1)l ηli (t)

− 1
∣∣∣∣∣

≤ 8K
∣∣∣∣∣∑
l

(−1)l ηli (t)
∣∣∣∣∣ ≤ C

∣∣∣∣∣∑
l

F l
i (t)

∣∣∣∣∣
for appropriately defined constant C.

The same calculations show that
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∣∣∣∣∣
∑
l ∆ηli (t)∑
l η

l
i (t) /

(∑
l ∆F l

i (t)∑
l F

l
i (t)

)
− 1

∣∣∣∣∣ =
∣∣∣∣∣f ∗

∑
l ∆ηli (t)∑

l ∆F l
i (t)

∑
l F

l
i (t)

f ∗
∑
l η

l
i (t) − 1

∣∣∣∣∣ ≤ C

∣∣∣∣∣∑
l

F l
i (t)

∣∣∣∣∣ .
E.4. Proof of Lemma 16. Define

TOi = max
{
t ∈ Ti, t ≤ T ∗,σi : xi (t) ∈ intOk

i for some k
}
,

T ηi = max
{
t ∈ Ti, t ≤ T ∗,σi : ηki (t) ≥ η for some k

}
for each η,

T ki = max {t ∈ Ti, t ≤ T ∗,σi : player i is only active on side k} .

For each x = 0, η, k,let T x = max T xi .

E.4.1. Geometry. For each player i, and each k, define

Yi =
{
x ∈ X\intm−i : P k

i x ≤ P k
i

(
1− y−k−i

)
for each k

}
= con

{
1− y1

−i,1− y2
−i,0

}
\intm−i,

Y k
i =

{
x ∈ Yi : P k

i x = P k
i

(
1− y−k−i

)}
= Bi ∩ con

{
1− y−k−i ,0

}
\intm−i,

Ok
i =

{
x : P k

i x ≥ P k
i

(
1− y−k−i

)}
.

To interpret the above sets, it is helpful to notice that y (t) ∈ Yi for each t ∈ T−i.

Additionally, the definition (??) implies that y (t) belongs to the convex hull spanned
by the allocation obtained from the optimal choices of the other player and the 0
allocation.) Thus, set Yi contains all possible (weighted) outcomes obtained if player
−i yields. Its subset Y k

i contains only those outcomes that are obtained if player −i
yields and chooses y−k−i . (The reason for the notation is that −k for player −i faces side
k for player i. ) Sets Ok

i contain allocations that cannot be obtained as win outcomes.
We say that side k of player i is regular if intOk

i 6= ∅.

Lemma 22. For each x /∈ m−i,

0 < P k
−i

(∑
p

(P p
i x) (1− ypi )

)
< 1.

Proof. The projection of projection. �

E.4.2. Best response properties. The subsequent claims are illustrated on Figure E.2.

Lemma 23. For each k, l, each t ∈ Ti, t ≤ T ∗,σi , if xi (t+ 2) /∈ intO−ki , and player i is
only active on side k in period t, then xi (t) /∈ O−ki . If xi (t+ 2) ∈ Ok

i , and player i is
only active on side k in period t, then xi (t) ∈ intOk

i .
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(0, 0)

y−k

yk

O−k

Ok

Y

x(t+ 2)
x(t)

(0, 0)

y−k

yk

O−k

Ok

Yy(t+ 1)

x(t+ 2)

(0, 0)

y−k

yk

O−k

Ok

Y

y(t+ 1)x(t+ 2)

Figure E.2. Illustration of Lemma 23

Proof. TBA �

Lemma 24. For each k, l, each t ∈ Ti, t ≤ T ∗,σi , if xi (t+ 2) /∈ O−k−i , player i is active
on side k in period t + 2, and player −i is only active on side k in period t + 1, then
player i is only active on k in period t.

Proof. TBA �

Lemma 25. For each k, l, each t ∈ Ti, t ≤ T ∗,σi , if xi (t+ 2) ∈ intO−ki , and player i is
active on side −k in period t+ 2, then player i is only active on −k in period t.

Proof. TBA �

Lemma 26. For each k, l, each t ∈ Ti, t ≤ T ∗,σi , if P k
i xi (t+ 2) > P k

i yi (t+ 1), and
player i is active on side k in period t + 2, then the player is active only on side k in
period t.

Proof. TBA �

E.4.3. Approximations. For each x, let Gk
i (x) = π

{
u ∈ Uki : u · x ≤ u · yki

}
. For each

player i, l, k, let
Q∗,ki,l = P k

i

(
1− yl−i

)
.

Lemma 27. There exists a constant C < ∞ and δ > 0 such that for each x ∈
X\intm−i, if

∑
lG

k
i (x) < δ, then∣∣∣∣∣ Gk

i (x)∑
Gl
i (x) − P

k
i x

∣∣∣∣∣ ≤ C
∑
l

Gk
i (x)
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Proof. Let αk (x) be defined by x = ∑
l α

l
i (x) yli. Let αki (x) = αki (x)−dki

(∑
l α

l
i (x)− 1

)
,

where constants dki are defined in Lemma 19. By the same argument as in Lemma ???,
we show that if

P k
i x = αki (x) , and

Gk
i (x) = F

(
v−i
ci

∑
l α

l
i (x)− 1

α−ki (x)

)
.

Using the same arguments as in the proof of Lemma 21, we can show that there exists
a constant C <∞, such that∣∣∣∣∣∣∣∣

Gk
i (x)

f ∗ v−i
ci

∑
l
αli(x)−1

α−ki (x)

f ∗
∑
l
v−i
ci

∑
l
αli(x)−1
αli(x)∑

lG
l
i (x) − 1

∣∣∣∣∣∣∣∣ ≤ C
∑
l

Gk
i (x) .

But
f ∗ v−i

ci

∑
l
αli(x)−1

α−ki (x)

f ∗
∑
l
v−i
ci

∑
l
αli(x)−1
αli(x)

=
1

α−ki (x)∑
l

1
α−li (x)

= αki (x)∑
l α

l
i (x) = αki (x) = P k

i x.

�

Lemma 28. There exist constants C <∞ and ζ2 > 0, ζ2 ≤ ζ1 (that do not depend on
λ and β) such that for each t ∈ Ti st. T ζ2 < t < T ∗σ, if xi (t+ 2) ∈ Y k

i , then

Qk
i (t)− C

(∑
k

∆F k
i (t)

)
≤ Q∗ki,k ≤ Qk

i (t+ 2) + C

(∑
k

∆F k
i (t)

)
.

Proof. We only show the first inequality; the proof of the second one is analogous.
Assume that xi (t) ∈ Yi and that xi (t+ 2) ∈ Y k

i .
By assumption, there exists α > 0 such that xi (t+ 2) = α

(
1− y−k−i

)
=: x ∈ Y k

i .
Because xi (t) /∈ intOk

i , we can find x′ = α′
(
1− y−k−i

)
such that∑

l

Gl
i (xi (t))−Gl

i (xi (t+ 2)) =
∑
l

Gl
i (x′)−Gl

i (x) , and

Gk
i (xi (t+ 2))−Gk

i (x1) ≤ Gk
i (x′)−Gk

i (x)

Then,

Qk
i (t) = Gk

i (xi (t))−Gk
i (xi (t+ 2))∑

lG
l
i (xi (t))−Gl

i (xi (t+ 2)) ≤
Gk
i (x′)−Gk

i (x)∑
lG

l
i (x′)−Gl

i (x) . (E.5)

For each α ≥ 0, let Hk
i (α) := Gk

i

(
α
(
1− y−k−i

))
. Let α∗ be such that α∗

(
1− y−k−i

)
=∑

l

(
P l
i

(
1− y−k−i

))
yli. The assumptions on π imply that Hk

i has a Lipschitz continuous
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derivative hki with a Lipschitz constant K. (To see it, notice that u·yki
u·(1−y−k−i )

is a con-
tinuous function of u ∈ Uki .) Let hk = hki (α∗). As α → α∗, Hk

i (α) → 0 and, by the
L’Hospital’s rule,

Hk
i (α)∑

lH
l
i (α) →

hk∑
l hl

.

At the same time, Lemma 27 implies that

Hk
i (α)∑

lH
l
i (α) → Qk

i,−k.

Hence, the two limits are equal.
Then, for appropriately small η, α′ ≤ 1

2K
∑
l h

l, and the expression (E.5) is not larger
than

≤ hk (α′ − α) +K (α′ − α)2∑
l hl (α′ − α)−K (α′ − α)2 −Q

k
i,−k = hk +K (α′ − α)∑

l hl −K (α′ − α) −
hk∑
l hl

= K

(
hk +∑

l h
l
)

(α′ − α)
(∑l hl −K (α′ − α)) (∑l hl)

≤ 8K
(∑l hl)2

[
Hk
i (α′)−Hk

i (α)
]

≤ C

[∑
l

Gl
i (xi (t))−Gl

i (xi (t+ 2))
]

= C

(∑
k

∆F k
i (t)

)

for constant C = 8K
(∑

l g
l
)−2

. �

Lemma 29. There exist constants ζ ′2 > 0 and C0 > 0 ((that does not depend on λ and
β) such that for for each t ∈ Ti st. T ζ

′
2
′
< t < T ∗σ, if xi (t+ 2) , xi (t) ∈ Y k

i and player
−i is active on side −k in periods t+ 1 and t− 1, then

βi ·
(
y−i (t)− yk−i

)
≥ C0 (−1)−k η−k−i (t+ 1) .

Proof. Let Q∗ = ∑
lQ
∗l
i,k

(
1−yli

)
, and let q∗ = ∑

p P
p
−iQ

∗. By definition, q∗ belongs to
the line that connects yk−i and y−k−i . Moreover, by Lemma 22, P k

−iq
∗ > 0, and, because

(−1)−k γ ·
(
y−k−i − yk−i

)
> 0, we have

C0 :=1
2 (−1)−k γ ·

(
y−k−i − q∗

)
= 1

2
(
P k
−iq
∗
)

(−1)−k γ ·
(
y−k−i − yk−i

)
> 0.

Let C <∞ be as in Lemma 28. Let ζ2be as in Lemma 28. We are going to fix ζ ′2 ≤ ζ2

later. From now on assume that t ≥ T ζ2 .
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Because −i is active on side −k in period t+ 1 and t− 1, Lemma 14 implies that

u−k−i (t+ 1) ·
(
y−i (t)− y−k−i

)
= 0.

Recall that u−k−i (t+ 1) = βi + η−k−i (t+ 1) γ. Because βi · yk−i = βi · y−k−i , we have

0 =
(
βi + η−k−i (t+ 1) γ

)
·
(
y−i (t)− y−k−i

)
= βi ·

(
y−i (t)− yk−i

)
+ η−k−i (t+ 1) γ ·

(
y−i (t)− y−k−i

)
, (E.6)

and

βi ·
(
y−i (t)− yk−i

)
= (−1)−k η−k−i (t+ 1)

[
(−1)−k γ ·

(
y−k−i − y−i (t)

)]
= (−1)−k η−k−i (t+ 1) 2C0

+ (−1)−k η−k−i (t+ 1)
[
(−1)−k γ · (q∗ − y−i (t))

]
.

We are going to show that the term in the square brackets of the last line is smaller
than C0. First, notice that

y−i (t) = αwσ−i (t) = α∗wσ−i (t) + (α− α∗)wσ−i (t) ,

where we denoted α = βpσ(t)
e−2∆pσ(t)+(1−e−2∆) and α0 is chosen so that α0βi · wσ−i (t) = vi.

By (E.6),

(α− α0) βi ·
(
wσ−i (t)− yk−i

)
= −η−k−i (t+ 1) γ ·

(
y−i (t)− y−k−i

)
,

and, using Lemma 21, we can find a constant C ′ <∞ such that

|α− α0| ≤ C ′
∣∣∣∣∣∑
l

F l
−i (t)

∣∣∣∣∣ ≤ C ′m′2.

Additionally, notice that wσ−i (t) = ∑
lQ

l
i (t)

(
1− yki

)
, and, by Lemma 28,

Q∗ki,k − C
(∑

k

∆F k
i (t)

)
≤ Qk

i (t) ≤ Q∗ki,k + C

(∑
k

∆F k
i (t)

)
. (E.7)

Hence, ∥∥∥α0w
σ
−i (t)− q∗

∥∥∥ ≤ ∥∥∥wσ−i (t)−Q∗∥∥∥ ≤ C ′′
(∑

k

∆F k
i (t)

)
≤ Cm′2.
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Thus,

[
(−1)−k γ · (q∗ − y−i (t))

]
≤2

(∥∥∥(α− α0)wσ−i (t)
∥∥∥+

∥∥∥α0w
σ
−i (t)− q∗

∥∥∥)
≤ (4C ′ + 2C)m′2.

Pick ζ ′2 ≤ ζ2 such that (4C ′ + 2C)m′2 ≤ 1
2C0. �

We have the following useful bounds on the yielding probability.

Lemma 30. Suppose that β ≥ β0. There are constants 0 < pmin ≤ pmax < ∞ such
that for each equilibrium, each t ∈ Ti st. t0i < t ≤ T ∗,σi ,

(1− β) pmin ≤ pσ (t) ≤ (1− β) pmax.

Proof. By Lemma 4, for each each t ∈ Ti st. t0i < t ≤ T ∗,σi , there are types u, u′ ∈ U−i
such that t − 1 is a best response for type u and t + 1 is a best response for type u′.
By Lemma 3 ,

(1− β) 1 + β

β

1
Sσ−i (u, t)− β

≤ pσ (t) ≤ (1− β) 1 + β

β

1
Sσ−i (u′, t)− β

.

The claim follows from the fact that Sσ−i (u, t) ≤ 1
vi

=: Smax and t Sσ−i (u, t) ≥
minx∈mi u·(1−x)

maxx∈m−i u·x
=: Smin > 1, where the last inequality comes from Assumption 4. �

For each player i,define T Fi (η) = max {t : ∑l Fi (t) + λ ≥ η}.

Lemma 31. There exist constants a ≥ a′ > 0, such that for each β ≥ β0, each
η ∈ [0, 1],

ηa ≤ βT
F
i (η) ≤ ηa

′
, and η a

a′ ≤ λ+
∑
l

F l
−i

(
T Fi (η)

)
≤ η

a′
a .

Proof. Notice that ∑
l

Fi (t) + λ =
∏

s∈Ti:s<t
(1− pσ (t)) .
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Due to Lemma 30, and the choice of β ≥ β0 (which implies e−2(1−β) ≤ 1 − (1− β) ≤
e−(1−β)), we have (

e−(1−β)TFi (η)
)pmax ≤ (1− (1− β) pmin)T

F
i (η)/2 .

≤η =
∏

s∈Ti:s<TFi (η)
(1− pσ (t)) ≤

≤ (1− (1− β) pmin)T
F
i (η)/2 ≤

(
e−(1−β)TFi (η)

) 1
2pmin

.

Hence,

η
2

pmin ≤
(
e−(1−β)TFi (η)

)2

≤βTFi (η) = (1− (1− β))T
F
i (η)

≤e−(1−β)TFi (η) ≤ η
1

pmax .

Take a = 2
pmin and a′ = 1

pmax
. The second claim follows from the first. �

E.4.4. Late game properties. Let ζ1 = mini,k maxu∈Uki (−1)k
(
u(2) − ψ(2)

i

)
.

Lemma 32. If η ≤ ζ1, then T η ≥ TO.

Proof. Suppose that TO = TOi < T η. By definition there is k, such that TOi =
max

{
t ∈ Ti, t ≤ T ∗,σi : xi (t) ∈ intOk

i

}
. By Lemma 23, it must be that player i is active

on side k in period t. By Lemma 24, player i is only active on side k in period t. By
another application of the first part, xi (t− 2) /∈ Ok

i . A repetition of the same argument
shows that player i is active only on side k for each t < TO, t ∈ Ti. But this implies
that η−ki (t0i ) = η−ki

(
TO
)
< η ≤ ζ1, which contradicts the choice of η ≤ ζ1. �

Lemma 33. If η ≤ ζ1, then, for each t > T η st. T η < t < T ∗σ, if player i is active
on side −k in period t + 1, and player −i is only active on side k in period t, then
xi (t+ 1) ∈ Y −ki .

Proof. Suppose that there is t > T η such that player i is active on side −k in period
t + 1, and player −i is only active on side k in period t. Lemma 32 implies that
xi (t+ 1) /∈ intOk

i and x−i (t+ 2) /∈ intO−k−i . Suppose that xi (t+ 1) /∈ Y −ki , which
implies that xi (t+ 1) /∈ O−ki . By Lemma 24, player i is only active on side k in period
t−1. Another application of Lemma 23 shows that x−i (t) /∈ O−k−i and player −i is only
active on side k in period t. A repetition of the same argument shows that each player is
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active only on side k for each t′ < t. But this implies that η−ki (t0i ) = η−ki
(
TO
)
< η ≤ ζ1,

which contradicts the choice of ζ1. �

Lemma 34. If T η < T ∗,σ − 2, then, for each k,T k < T ∗,σ.

Proof. On the contrary, suppose that T ki = T ∗,σi for some i. Let T i = max {t : player i is active on side − k in period t} <
T ki . Because type ψi is the limit of types in U−ki , the proof of Lemma 13 implies
that type with preferences ψi must be indifferent between yielding in any period
t ∈ Ti and T ∗,σi ≤ t ≤ T i. The calculations in Lemma 3 show that it must be that
ψi ·yi (t) = Li (ψi) = v−i, which implies that yi (t) ∈ bdm−i. Because there are types in
Uki who weakly prefer to wait and yield only in period T ∗,δi , a similar argument shows
that it must be yi (t) = yki for each t ∈ T−i, T ∗,σi ≤ t ≤ T i. However, because yi (t) is
a convex combination of 1 − yl−i for l = 1, 2 and the zero allocation, it must be that
for each t ∈ T−i, T ∗,σi ≤ t ≤ T i, player −i is only active on −k side and that side k of
player i is not regular. Note that it follows that side −k of player −i is regular.

If player i is the last player, i.e., T ∗,σi = T ∗,σ, then x−i (T ∗,σ − 1) = y−k−i ∈ intO−k−i . If
player −i is the last player, then Lemma 33 implies that it must be that x−i (T ∗,σ) ∈
Y −k−i . But because player −i is only active on side −k in period T ∗,σ − 2, then Lemma
23 implies that x−i (T ∗,σ − 2) ∈ intO−k−i . In any case, we obtain a contradiction with
Lemma 32. �

Lemma 35. There is m3 > 0, η3 ≤ ζ2, ζ1 such that if η ≤ m3, then, for each t > T η st.
T η+2 < t < T ∗σ, if player i is active on side −k in period t+1, y−i (t+ 1) ∈ U l

−i (t+ 2)
for each l, and player −i is only active on side k in period t, then, y−i (t− 1) ∈ U l

−i (t)
for each l, player i is active on side −k in period t − 1, and player −i is only active
on side k in period t− 2.

Proof. Take period t ∈ T−i such that T η + 2 < t < T ∗σ, and such that player i is active
on side −k in period t+1, and player −i is only active on side k in period t. By Lemma
33, xi (t+ 1) ∈ Y −ki , and by Lemma 32, xi (t+ 3) , xi (t− 1) ∈ Yi.

First, we are going to show that player −i is only active on side k in period t − 2.
By Lemma 26, it is enough to show that

P k
−ix−i (t) > P k

−iy−i (t− 1) (E.8)
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Because y−i (t+ 1) ∈ U l
−i (t+ 2) for each l, and player −i is active on side k in period

t, it must be that y−i (t+ 1) ∈ Ik−i (t+ 2) and that

P k
−ix−i (t+ 2) ≥ P k

−iy−i (t+ 1) . (E.9)

By Lemma 28,

Q∗−ki,−k ≤ Q−ki (t+ 1) + C

(∑
l

∆F l
i (t)

)
, and

Q∗−ki,−k ≥ Q−ki (t− 1)− C
(∑

k

∆F k
i (t)

)
,

where Q∗li,−k = P l
i

(
1− yk−i

)
. Because P k

−i

(
1− y−ki

)
> P k

−i

(
1− yki

)
(due to the side

−k of player i facing the side k of player −i), inequality (E.9) implies that

P k
−ix−i (t+ 2) ≥ P k

−iy−i (t+ 1)

=
∑
l

Ql
i (t+ 1)P k

−i

(
1− yli

)
= P k

−i

(
1− yki

)
+Q−ki (t+ 1)

[
P k
−i

(
1− y−ki

)
− P k

−i

(
1− yki

)]
≥ P k

−i

(
1− yki

)
+Q∗−ki,−k

[
P k
−i

(
1− y−ki

)
− P k

−i

(
1− yki

)]
− C

(∑
l

∆F l
i (t)

)

= A− C
(∑

l

∆F l
i (t)

)
,

where we denoted A = P k
−i

(
1− yki

)
+ Q∗−ki,−k

[
P k
−i

(
1− y−ki

)
− P k

−i

(
1− yki

)]
. On the

other hand, we have

P k
−iy−i (t− 1) ≤ A+ C

(∑
l

∆F l
i (t)

)
. (E.10)
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Because player −i is only active on side k in period t, we have Qk
−i (t) = 1. By the

equation (E.4) and Lemma 15, we have

P k
−ix−i (t) ≥ P k

−ix−i (t+ 2) +
∑
l ∆F l

−i (t)∑
l F

l
−i (t)

(
1− P k

−i (t+ 2)
)
− C

∑
l

∆F l
i (t)

≥ P k
−ix−i (t+ 2)

(
1−

∑
l ∆F l

−i (t)∑
l F

l
−i (t)

)
+
∑
l ∆F l

−i (t)∑
l F

l
−i (t)

− C
∑
l

∆F l
i (t)

≥ A

(
1−

∑
l ∆F l

−i (t)∑
l F

l
−i (t)

)
+
∑
l ∆F l

−i (t)∑
l F

l
−i (t)

− 2C
(∑

l

∆F l
i (t)

)

= A+
∑
l ∆F l

−i (t)∑
l F

l
−i (t)

(1− A)− 2C
(∑

l

∆F l
i (t)

)
. (E.11)

Note that A < 1. Find m3 ≤ ζ1, ζ2 small enough so that

m3 ≤
1− A
12f ∗C .

Then, for each η ≤ m3 t > T η, Lemma 15 implies that∑
l

F l
−i (t) ≤ 2f ∗

∑
l

(−1)l ηl−i (t) ≤ 4f ∗η ≤ 1− A
3C .

The inequality (E.8) follows from the above bound, as well as the inequalities (E.10)
and (E.11). �

E.4.5. Proof of Lemma 16. Let m3 be as in Lemma 35.Let a ≥ a′ > 0 be constants
from Lemma 31. Let

m4 =
(1

2

) a
a′

(m3)(
a
a′ )

2
.

Let n > 0, n < m3 be a very small number to be fixed later and such that

n ≤ 1
4m

a
a′
4 .

Suppose that λ < 1
4n.

On the contrary, suppose that there is an equilibrium such that T k > T n. Using
Lemma 31, we can show that T n > T ∗,σ+2. By Lemma 34, T k < T ∗,σi for each i. Thus,
if T k−i = T k, then player −i is active on both sides in period T k + 2. In particular, by
Lemma 14,y−i

(
T k + 1

)
∈ U l

−i

(
T k + 2

)
for each l. Moreover, player i is active on both

sides (including side −k) in period T k + 1. In such a situation, a repeated application
of Lemma 35 shows that player −i is active only on side k in each period t such that
T k ≤ t < Tm3 .
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Then, by Lemma 31, we have

λ+
∑
l

F l
i (Tm3) ≥ m

a
a′
3 ,

λ+
∑
l

F l
i (Tm4) ≤ (m4)

a′
a = 1

2m
a
a′
3 ,

βT
m4 ≥ ma

4 =
(1

2

)a2(a′)−1

m
a3(a′)−2

3 .

Using the first two inequalities, we conclude that

∑
l

(
F l
i (Tm3)− F l

i (Tm4)
)
≥ m

a
a′
3 − (m4)

a′
a = 1

2m
a
a′
3 .

Let n4 = ηk−i (Tm4). Then, an application of Lemmas 21 and 31 shows that

n4 ≥
1
2f
∗F k
−i (Tm4) ≥ 1

2f
∗
(
m

a
a′
4 − λ− n

)
≥ 1

4f
∗
(1

2

)a2(a′)−2

m
a3(a′)−3

3 .

Let n0 = η−k−i
(
T k + 2

)
, where (−1)−k n0 ≤ n be the last type on side −k to yield in

the “late game”. Let T0 = max
{
t < T k : player − i is active on side −k in period t

}
.

By the above, T0 ≤ Tm3 .Moreover, the continuity implies that the type n0 must be
indifferent between yielding in period T k + 2 and T 0 and weakly prefer it to yielding
in any period in-between. However, we are going to show that if n is sufficiently small,
then type n0 strictly prefers to yield in period Tm4 rather than in period T0. This will
yield a contradiction, and conclude the proof of the Lemma.

For this purpose, let u0 = βi + n0γ be the type that corresponds to n0. Notice that
formula (A.1) implies that

Uσ
−i (u0T

m4)− Uσ
−i (u0, T0)

=
∑

t∈Ti:T0<t≤Tm4

e−s∆
fσ (t+ 1) +

(
1− e−2∆

) ∑
s:s>t+1,z∈Ti

fσ (z)
 βi · [y−i (t+ 1)− y−k−i

]

+ n0
∑

t∈Ti:T0<t≤Tm4

e−s∆
fσ (t+ 1) +

(
1− e−2∆

) ∑
s:s>t+1,z∈Ti

fσ (z)
 γ · [y−i (t+ 1)− y−k−i

]
.

(E.12)
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menu m2

menu m1

Figure E.3. TBA

Because y−i (t+ 1) ∈ X\intmi, we have βi ·
[
y−i (t+ 1)− y−k−i

]
≥ 0 for each t. More-

over, by Lemma 29, for each t ≥ Tm3 ,

βi ·
(
y−i (t)− yk−i

)
≥ C0 (−1)k ηk−i (t+ 1) ≥ C0n4.

Hence, the first term of (E.12) is not smaller than

≥
∑

t∈Ti:T 0<t≤Tm4

e−s∆ (fσ (t+ 1)) βi ·
[
y−i (t+ 1)− y−k−i

]
≥ βT

m4 ∑
l

(
F l
i (Tm3)− F l

i (Tm4)
)
C0n4

≥ 1
4C0f

∗
(1

2

)a2(a′)−2

m
a3(a′)−3

3
1
2m

a(a′)−1

3

(1
2

)a2(a′)−1

m
a3(a′)−2

3 =: c0.

Let x∗ = maxx∈X
∣∣∣γ · (x− y−k−i )∣∣∣ Then, the second term of (E.12) is not smaller than

≥ −nx∗.

The lemma is concluded by picking n < c0
x
.
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E.5. Proof of Lemma 17.

Lemma 36. For each x, if y ∈ bdmi and Pix = Piy, then R−ix = y and P−iy = y.
Moreover, there exist constants Ai > 1 for each i such that for each i, each x ∈ bdmi,

γ · (1−R−ix) = −Ai (γ · x) .

Proof. See Figure E.1. �

Let n be as in Lemma 16. Let

pi (t) = γ ·
(∑

k

P k
i wi (t) yki

)
,

pi (t) = γ ·
(∑

k

P k
i xi (t) yki

)
,

qi (t) = γ ·
(∑

l

Ql
i (t) yl−i

)
,

qi (t) = γ ·
(∑

l

Ql
i (t) yl−i

)
.

Using the projection notation from Section E.1.1, we show (??) is equivalent to

Pixi (t) = Piyi (t− 1) = Pi

(
1−

∑
l

Ql
−i (t− 1) yl−i

)
.

Because ∑lQ
l
−i (t− 1) yl−i ∈ bdmi, Lemma 36 implies that

γ ·
∑
l

Ql
−i (t− 1) yl−i = A−i (γ · Pixi (t)) , or (E.13)

q−i (t− 1) = A−ipi (t) .

Further, (E.4) implies that

∆pi (t) = c (t) (qi (t)− pi (t+ 2)) , (E.14)

for c (t) =
∑

l
∆ηli(t)∑
l
ηli(t)

∈ [0, 1].
Let C <∞ be the constant from Lemma 15. Let C = C ′maxAi. Then, Lemma 15

implies that

∆pi (t− 2) = c (t− 2) (A−ip−i (t− 1)− pi (t)± C ′η) , (E.15)

where ±Cη is a bound on the error term of the expression in the brackets.
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Lemma 37. For each η ≤ n, we have that for each t > T η and t ∈ Ti, either (a)
pi (t) · p−i (t− 1) > 0, or (b) |pi (t)− p−i (t− 1)i| ≤ C ′η.

Proof. We prove the Lemma by induction on t ≥ T ∗. If t = T ∗, then c (T ∗ − 1) = 1,
and pi (T ∗ − 1) = qi (T ∗ − 1) = Aipi ± Cη, where ±Cη is a bound on the error term.
Thus, the claim holds for t = T ∗.

Suppose that the claim holds for some t > T η and t ∈ Ti. Suppose that p−i (t− 1) >
0 (the proof in the other case is analogous). The inductive claim implies that pi (t) ≥
p−i (t− 1) − Cη, and we need to show that pi (t− 2) ≥ p−i (t− 1) − Cη. By Lemma
16 and the above discussion, equation (E.15) holds. Because A−i > 1,

A−ip−i (t− 1)± C ′η ≥ p−i (t− 1)− C ′η,

and

pi (t− 2)− p−i (t− 1) = ∆pi (t− 2) + pi (t)− p−i (t− 1)

≥ (1− c (t− 2)) (pi (t)− p−i (t− 1))− c (t)C ′η

≥ −C ′η.

�

Lemma 38. For each δ > 0, there is c0 > 0 and ηδ ≤ n, such that for each t > T ηδ

and t ∈ Ti, if pi (t) , p−i (t− 1) ≥ δ, then p−i (t− 2) ≥ δ + c (t− 2) c0δ. (An analogous
claim holds when pi (t) , p−i (t− 1) ≤ −δ.)

Proof. Choose ηδ so that (miniAi − 1) δ ≥ 2C ′ηδ. Let c0 = 1
2 (miniAi − 1). By formula

(E.15)

pi (t− 2)− δ ≥∆pi (t− 2) + pi (t)− δ

≥c (t− 2) ((A−i − 1) p−i (t− 1)− δ)

+ c (t− 2) (p−i (t− 1)− δ)

+ (1− c (t− 2)) (pi (t)− δ)

≥c (t− 2) ((A−i − 1) δ − C ′η) ≥ c (t− 2)Cδ.

�
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Lemma 39. There exists a D < ∞ such that for each δ > 0, there is ηδ ≤ n, such
that if pi (t) ≥ Dδ for some t, then for each t′ > T ηδ ,t′ < t, t ∈ T ′j, pj (t′) ≥ δ. (An
analogous claim holds when pi (t) ≤ −Dδ.)

Proof. Let D = 2 maxiAi. Let η′δ be the constant from Lemma 38. Let ηδ ≤
η′δ be such that Cηδ ≤ 1

2Dδ. By Lemma 38, it is enough to show that if t0 =
max {t : pi (t) ≥ Dδ for i st. t ∈ Ti}, then p−i (t0 + 1) ≥ δ. To see it, notice that
pi (t0 + 2) ≤ Dδ ≤ pi (t0). Hence, formula (E.15) and the fact that c (t0) ≤ 1 im-
ply that

0 ≤ Dδ − pi (t0 + 2) ≤A−ip−i (t0 + 1)− pi (t0 + 2) + C ′η

≤A−ip−i (t0 + 1) + C ′η −Dδ − (pi (t0 + 2)−Dδ)

≤A−ip−i (t0 + 1)− 1
2Dδ.

The claim follows from the choice of constant D. �

Lemma 40. There exists ∆∗, η∗ > 0 such that for each integer A > 0, for each
η ≤ 1

28Aη
∗, there exists λ∗ > 0 such that if ∆ ≤ ∆∗, λ ≤ λ∗, then for each player i,

∑
t∈Ti:T η≤t≤T 28(A+1)η

∑
l ∆ηli (t)∑
l η

l
i (t) ≥ A.

Proof. If ∆ > 0 is sufficiently small, then Assumption 4 implies that pσi (t) ≤ 1
4 for each

t ∈ Ti and t > 1. Then, Lemma 15 implies that there exists η∗ > 0 such that for each
η ≤ η∗, there exists λ∗ > 0 such that∑

l ∆ηli (t)∑
l η

l
i (t) ≤

1
2 for each t∈ Ti and T ηi ≤t≤ T η

∗

i .

Hence, for each k, there exist t1k, t2k such that 8kη ≤ ∑
l η

l
i (t1k) ≤ 2 · 8k and 4 · 8kη ≤∑

l η
l
i (t2k) ≤ 8k+1. Then, we have
∑

t∈Ti:T η≤t≤T 8(A+1)η

∑
l ∆ηli (t)∑
l η

l
i (t) ≥

8A∑
k=0

1
8k+1η

∑
t∈Ti:T 8kη≤t<T 8k+1η

∑
l

∆ηli (t)

≥
8A∑
k=0

1
8k+1η

(∑
l

ηli
(
t2k
)
−
∑
l

ηli
(
t1k
))
≥

8A∑
k=0

1
8k+1η

(
2 · 8kη

)
≥ 8A · 1

4 > A.

�
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E.5.1. Proof of Lemma 17.

Proof. Let Pmax =
⌈
Dc−1

0 maxx∈X |γ · x|
⌉
, where C is the constant from Lemma 38. Let

η′δ be the constant from Lemma 39 (in the proof, we choose it so that it satisfies also
Lemma 38). Let ηδ = 1

82(Pmax+1)η
′
1
D

1
maxi Ai

δ
, where D is the constant from Lemma 39 .

On the contrary, suppose that |pi (t)| ≤ δ for some t > T ηδ , t ∈ Ti. W.l.o.g. we
assume that pi (t) > 0. Then, Lemma 39 implies that p−i (t+ 1)≥ 1

D
1

maxi Ai δ. By
Lemma 38, for each t ≥ T η

′
D−1δ ,

p−i (t− 2) ≥ δ + c0D
−1 1

maxiAi
δc (t− 2) .

Hence, using the definition of c (.) , we have
1
δ
Pmax ≥

∑
t∈Ti:T ηδ≤t≤T

4dlog 1
δ
Pmaxeηδ

∑
l ∆ηli (t)∑
l η

l
i (t) .

It follows from Lemma 40 that

|pi (t)| ≤
1

maxiAi
δ.

Note that by Lemma 16 and equation (E.3), we have

wi (t) = R−iyi (t) = R−ixi (t) .

Hence, by Lemma 36,
|γ · wi (t)| ≤ δ.

The result follows from the fact that wi (t) belongs to the boundary of menu mi, and
that 1− e∗−i is the intersection of the boundary with the diagonal {x : γ · x = 0}. �

References

Abreu, D. and F. Gul (2000): “Bargaining and Reputation,” Econometrica, 68,
85–117.

Abreu, D., D. Pearce, and E. Stacchetti (2015): “One-sided uncertainty and
delay in reputational bargaining,” Theoretical Economics, 10, 719–773.

Fanning, J. (2016): “Reputational Bargaining and Deadlines,” Econometrica, 84,
1131–1179.

Gul, F., H. Sonnenschein, and R. Wilson (1986): “Foundations of dynamic
monopoly and the coase conjecture,” Journal of Economic Theory, 39, 155–190.



74 MARCIN PĘSKI

Harsanyi, J. C. and R. Selten (1972): “A Generalized Nash Solution for Two-
Person Bargaining Games with Incomplete Information,” Management Science, 18,
80–106.

Inderst, R. (2003): “Alternating-offer bargaining over menus under incomplete in-
formation,” Economic Theory, 22, 419–429.

Jackson, M. O., H. Sonnenschein, Y. Xing, C. Tombazos, and O. Al-
Ubaydli (2018): “Negotiation as the Art of the Deal,” SSRN Scholarly Paper ID
3153853, Social Science Research Network, Rochester, NY.

Kambe, S. (1999): “Bargaining with Imperfect Commitment,” Games and Economic
Behavior, 28, 217–237.

Myerson, R. B. (1984): “Two-Person Bargaining Problems with Incomplete Infor-
mation,” Econometrica, 52, 461–487.

——— (1991): Game Theory, Harvard University Press.
Rubinstein, A. (1982): “Perfect equilibrium in a bargaining model,” Econometrica,
50.

——— (1985): “A Bargaining Model with Incomplete Information About Time Pref-
erences,” Econometrica, 53, 1151–1172.

Sen, A. (2000): “Multidimensional Bargaining Under Asymmetric Information,” In-
ternational Economic Review, 41, 425–450.

Strulovici, B. (2017): “Contract Negotiation and the Coase Conjecture: A Strategic
Foundation for Renegotiation-Proof Contracts,” Econometrica, 85, 585–616.

Wang, G. H. (1998): “Bargaining over a Menu of Wage Contracts,” The Review of
Economic Studies, 65, 295–305.

Yildiz, M. (2003): “Walrasian bargaining,” Games and Economic Behavior, 45, 465–
487.


	1. Introduction
	2. Model
	2.1. War-of-attrition bargaining
	2.2. Menu choice

	3. Singleton menus
	3.1. War of attrition
	3.2. Menu choice

	4. One-sided incomplete information
	4.1. War of attrition
	4.2. Menu choice game
	4.3. Bargaining with revisions

	5. Two-sided incomplete information
	5.1. Two-type example
	5.2. Continuum types

	6. Conclusions and open questions
	Appendix A. Equilibrium analysis
	A.1. Notations
	A.2. Best response characterization
	A.3. End of the war of attrition
	A.4. Monotonicity
	A.5. Early game

	Appendix B. Proofs of Section 3
	B.1. Proof of Theorem 1
	B.2. Proof of Lemma 2

	Appendix C. Proofs of Section 4
	C.1. Proof of Lemma 1
	C.2. Proof of Lemma 2
	C.3. Proof of Theorem 3

	Appendix D. Proof of Proposition 1
	Appendix E. Proof of Theorem 4
	E.1. Outline of the argument
	E.2. Proof of Lemma 13
	E.3. Proof of Lemma 15
	E.4. Proof of Lemma 16
	E.5. Proof of Lemma 17

	References

